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where $s_{i}=\operatorname{Pr}\left(T=X_{i: n}\right)$.

- $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ is the signature (or D-spectrum) of $T$.
- $\mathbf{s}$ does not depend on $F$ and
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\begin{equation*}
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## Main stochastic orderings

- $X \leq_{s T} Y \Leftrightarrow \bar{F}_{X}(t) \leq \bar{F}_{Y}(t)$, stochastic order.
- $X \leq_{\text {HR }} Y \Leftrightarrow \bar{F}_{Y} / \bar{F}_{X}$ increases, hazard rate order.
- $X \leq_{H R} Y \Leftrightarrow(X-t \mid X>t) \leq_{s T}(Y-t \mid Y>t)$ for all $t$.
- $X \leq$ mRL $Y \Leftrightarrow E(X-t \mid X>t) \leq E(Y-t \mid Y>t)$ for all $t$.
- $X \leq_{L R} Y \Leftrightarrow f_{Y}(t) / f_{X}(t)$ increases, likelihood ratio order.
- $X \leq_{R H R} Y \Leftrightarrow F_{Y} / F_{X}$ decreases, reversed hazard rate order.
- $X \leq_{R H R} Y \Leftrightarrow(t-X \mid X<t) \geq_{S T}(t-Y \mid Y<t)$ for all $t$.

$$
\begin{aligned}
& \begin{array}{c}
X \leq L R \\
\Downarrow
\end{array} \quad \Rightarrow \quad \begin{array}{c}
X \leq_{H R} Y \\
\Downarrow
\end{array} \quad \Rightarrow \quad X \underset{\text { MRL }}{\Downarrow} Y \\
& X \leq_{R H R} Y \quad \Rightarrow \quad X \leq_{S T} Y \quad \Rightarrow \quad E(X) \leq E(Y)
\end{aligned}
$$

## Comparisons of systems with IID components

Theorem (Kochar, Mukerjee and Samaniego, NRL 1999)
If $T_{1}$ and $T_{2}$ have IID components and signatures $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$, then:
(i) If $\mathbf{s}_{1} \leq s T \mathbf{s}_{2}$, then $T_{1} \leq s T T_{2}$ for all cont. $F$.
(ii) If $\mathbf{s}_{1} \leq H R \mathbf{s}_{2}$, then $T_{1} \leq H R T_{2}$ for all cont. F.
(iii) If $\mathbf{s}_{1} \leq L R \mathbf{s}_{2}$, then $T_{1} \leq L R T_{2}$ for all abs. cont. $F$.
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## Theorem (Navarro et al., NRL 2008)

If $T_{1}$ and $T_{2}$ are semicoherent systems from $\left(X_{1}, \ldots, X_{n}\right)$ EXC and with signatures of order $n \mathbf{s}_{1}^{(n)}$ and $\mathbf{s}_{2}^{(n)}$, then:
(i) If $\mathrm{s}_{1}^{(n)} \leq s T \mathbf{s}_{2}^{(n)}$, then $T_{1} \leq s T T_{2}$ for all $\mathbf{F}$.
(ii) If $\mathbf{s}_{1}^{(n)} \leq_{H R} \mathbf{s}_{2}^{(n)}$ and $X_{1: n} \leq_{H R} \cdots \leq_{H R} X_{n: n}$, then $T_{1} \leq_{H R} T_{2}$ for all $\mathbf{F}$.
(iii) If $\mathbf{s}_{1}^{(n)} \leq H R \mathbf{s}_{2}^{(n)}$ and

$$
\begin{equation*}
X_{1: n} \leq_{M R L} \cdots \leq_{M R L} X_{n: n}, \tag{1.2}
\end{equation*}
$$

then $T_{1} \leq_{M R L} T_{2}$ for all $\mathbf{F}$.
(iv) If $\mathbf{s}_{1}^{(\bar{n})} \leq_{L R} \mathbf{s}_{2}^{(n)}$ and $X_{1: n} \leq_{L R} \cdots \leq_{L R} X_{n: n}$, then $T_{1} \leq_{L R} T_{2}$ for all $\mathbf{F}$.

## Comparisons of systems with EXC components

## Theorem (Navarro and Rubio, NRL 2011)

If $T_{1}$ and $T_{2}$ are semicoherent systems from $\left(X_{1}, \ldots, X_{n}\right)$ with signatures of order $n \mathbf{s}_{1}^{(n)}$ and $\mathbf{s}_{2}^{(n)}$, then:
(i) $\mathbf{s}_{1}^{(n)} \leq_{S T} \mathbf{s}_{2}^{(n)}$ if and only if $T_{1} \leq_{S T} T_{2}$ for all EXC F.
(ii) $\mathbf{s}_{1}^{(n)} \leq_{H R} \mathbf{s}_{2}^{(n)}$ if and only if $T_{1} \leq_{H R} T_{2}$ for all EXC $\mathbf{F}$ such that

$$
\begin{equation*}
X_{1: n} \leq H R \cdots \leq H R X_{n: n} . \tag{1.3}
\end{equation*}
$$

(iii) $\mathbf{s}_{1}^{(n)} \leq_{L R} \mathbf{s}_{2}^{(n)}$ if and only if $T_{1} \leq_{L R} T_{2}$ for all EXC $\mathbf{F}$ such that

$$
\begin{equation*}
X_{1: n} \leq_{L R} \cdots \leq_{L R} X_{n: n} . \tag{1.4}
\end{equation*}
$$

Table: Signatures of order 4 for all the systems with 1-4 components.

| N | $T_{N}=\phi\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ | $\mathbf{s}^{(4)}$ |
| :---: | :---: | :---: |
| 1 | $X_{1: 1}=X_{1}$ | $\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right)$ |
| 2 | $X_{1: 2}=\min \left(X_{1}, X_{2}\right)$ | $\left(\frac{1}{2}, \frac{1}{3}, \frac{1}{6}, 0\right)$ |
| 3 | $X_{2: 2}=\max \left(X_{1}, X_{2}\right)$ | $\left(0, \frac{1}{6}, \frac{1}{3}, \frac{1}{2}\right)$ |
| 4 | $X_{1: 3}=\min \left(X_{1}, X_{2}, X_{3}\right)$ | $\left(\frac{3}{4}, \frac{1}{4}, 0,0\right)$ |
| 5 | $\min \left(X_{1}, \max \left(X_{2}, X_{3}\right)\right)$ | $\left(\frac{1}{4}, \frac{5}{12}, \frac{1}{3}, 0\right)$ |
| 6 | $X_{2: 3}$ | $\left(0, \frac{1}{2}, \frac{1}{2}, 0\right)$ |
| 7 | $\max \left(X_{1}, \min \left(X_{2}, X_{3}\right)\right)$ | $\left(0, \frac{1}{3}, \frac{5}{12}, \frac{1}{4}\right)$ |
| 8 | $X_{3: 3}=\max \left(X_{1}, X_{2}, X_{3}\right)$ | $\left(0,0, \frac{1}{4}, \frac{3}{4}\right)$ |
| 9 | $X_{1: 4}=\min \left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ | $(1,0,0,0)$ |
| 10 | $\max \left(\min \left(X_{1}, X_{2}, X_{3}\right), \min \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(\frac{1}{2}, \frac{1}{2}, 0,0\right)$ |
| 11 | $\min \left(X_{2: 3}, X_{4}\right)$ | $\left(\frac{1}{4}, \frac{3}{4}, 0,0\right)$ |
| 12 | $\min \left(X_{1}, \max \left(X_{2}, X_{3}\right), \max \left(X_{3}, X_{4}\right)\right)$ | $\left(\frac{1}{4}, \frac{7}{12}, \frac{1}{6}, 0\right)$ |
| 13 | $\min \left(X_{1}, \max \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}, 0\right)$ |


| 14 | $X_{2: 4}$ | $(0,1,0,0)$ |
| :---: | :---: | :---: |
| 15 | $\max \left(\min \left(X_{1}, X_{2}\right), \min \left(X_{1}, X_{3}, X_{4}\right), \min \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{5}{6}, \frac{1}{6}, 0\right)$ |
| 16 | $\max \left(\min \left(X_{1}, X_{2}\right), \min \left(X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{2}{3}, \frac{1}{3}, 0\right)$ |
| 17 | $\max \left(\min \left(X_{1}, X_{2}\right), \min \left(X_{1}, X_{3}\right), \min \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{2}{3}, \frac{1}{3}, 0\right)$ |
| 18 | $\max \left(\min \left(X_{1}, X_{2}\right), \min \left(X_{2}, X_{3}\right), \min \left(X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{2}, \frac{1}{2}, 0\right)$ |
| 19 | $\min \left(\max \left(X_{1}, X_{2}\right), \max \left(X_{2}, X_{3}\right), \max \left(X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{2}, \frac{1}{2}, 0\right)$ |
| 20 | $\min \left(\max \left(X_{1}, X_{2}\right), \max \left(X_{1}, X_{3}\right), \max \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{3}, \frac{2}{3}, 0\right)$ |
| 21 | $\min \left(\max \left(X_{1}, X_{2}\right), \max \left(X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{3} \frac{2}{3}, 0\right)$ |
| 22 | $\min \left(\max \left(X_{1}, X_{2}\right), \max \left(X_{1}, X_{3}, X_{4}\right), \max \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{6}, \frac{5}{6}, 0\right)$ |
| 23 | $X_{3: 4}$ | $(0,0,1,0)$ |
| 24 | $\max \left(X_{1}, \min \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{2}, \frac{1}{4}, \frac{1}{4}\right)$ |
| 25 | $\max \left(X_{1}, \min \left(X_{2}, X_{3}\right), \min \left(X_{3}, X_{4}\right)\right)$ | $\left(0, \frac{1}{6}, \frac{7}{12}, \frac{1}{4}\right)$ |
| 26 | $\max \left(X_{2: 3}, X_{4}\right)$ | $\left(0,0, \frac{3}{4}, \frac{1}{4}\right)$ |
| 27 | $\min \left(\max \left(X_{1}, X_{2}, X_{3}\right), \max \left(X_{2}, X_{3}, X_{4}\right)\right)$ | $\left(0,0, \frac{1}{2}, \frac{1}{2}\right)$ |
| 28 | $X_{4: 4}=\max \left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ | $(0,0,0,1)$ |



Figure: ST orderings for EXC F (IID case).


Figure: HR (MRL) orderings for EXC $\mathbf{F}$ under (1.3) (resp. (1.2)).


Figure: LR orderings for EXC F under (1.4).

## Comparisons for systems with DID components

- If $T=\phi\left(X_{1}, \ldots, X_{n}\right)$, we can define two signatures:


## Comparisons for systems with DID components

- If $T=\phi\left(X_{1}, \ldots, X_{n}\right)$, we can define two signatures:
- The probabilistic signature ( $p_{1}, \ldots, p_{n}$ ) with $p_{i}=\operatorname{Pr}\left(T=X_{i: n}\right)$, for $i=1, \ldots, n($ which depends on $\mathbf{F})$.


## Comparisons for systems with DID components

- If $T=\phi\left(X_{1}, \ldots, X_{n}\right)$, we can define two signatures:
- The probabilistic signature $\left(p_{1}, \ldots, p_{n}\right)$ with $p_{i}=\operatorname{Pr}\left(T=X_{i: n}\right)$, for $i=1, \ldots, n$ (which depends on $\mathbf{F}$ ).
- The structural signature $\left(s_{1}, \ldots, s_{n}\right)$ with
$s_{i}=\frac{\text { number of } \sigma: x_{\sigma(1)}<\cdots<x_{\sigma(n)} \Rightarrow \phi\left(x_{1}, \ldots, x_{n}\right)=x_{i: n}}{n!}$
for $i=1, \ldots, n$, (which does not depend on $\mathbf{F}$ ).
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- If $T=\phi\left(X_{1}, \ldots, X_{n}\right)$, we can define two signatures:
- The probabilistic signature $\left(p_{1}, \ldots, p_{n}\right)$ with $p_{i}=\operatorname{Pr}\left(T=X_{i: n}\right)$, for $i=1, \ldots, n$ (which depends on $\mathbf{F}$ ).
- The structural signature $\left(s_{1}, \ldots, s_{n}\right)$ with

$$
s_{i}=\frac{\text { number of } \sigma: x_{\sigma(1)}<\cdots<x_{\sigma(n)} \Rightarrow \phi\left(x_{1}, \ldots, x_{n}\right)=x_{i: n}}{n!}
$$

for $i=1, \ldots, n$, (which does not depend on $\mathbf{F}$ ).

- However, if $\left(X_{1}, \ldots X_{n}\right)$ is not EXC, then

$$
F_{T} \neq w_{1} F_{1: n}+\cdots+w_{n} F_{n: n} .
$$

## Distortion functions
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- The distorted distribution (DD) associated to a distribution function (DF) $F$ and to a distortion function $q$ (i.e., to an increasing continuous function $q:[0,1] \rightarrow[0,1]$ such that $q(0)=0$ and $q(1)=1)$ is

$$
\begin{equation*}
F_{q}(t)=q(F(t)) . \tag{2.1}
\end{equation*}
$$

- For the reliability functions (RF) $\bar{F}=1-F, \bar{F}_{q}=1-F_{q}$, we have

$$
\begin{equation*}
\bar{F}_{q}(t)=\bar{q}(\bar{F}(t)), \tag{2.2}
\end{equation*}
$$

where $\bar{q}(u)=1-q(1-u)$ is called the dual distortion function in Hürlimann (2004, N Am Actuarial J).

## Multivariate distortion functions
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- $Q$ and $\bar{Q}$ are continuous aggregation functions.
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- If $X_{1}, \ldots, X_{n}$ are independent, then $\bar{Q}$ is a polynomial and it is called structure reliability function in Barlow and Proschan (1975).
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Figure: System with lifetime $T=\min \left(X_{1}, \max \left(X_{2}, X_{3}\right)\right)$.
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- Hence, the system reliability is
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\begin{aligned}
\bar{F}_{T}(t) & =\operatorname{Pr}\left(\left\{\min \left(X_{1}, X_{2}\right)>t\right\} \cup\left\{\min \left(X_{1}, X_{3}\right)>t\right\}\right) \\
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- If $K\left(u_{1}, u_{2}, u_{3}\right)=u_{1} u_{2} u_{3}\left(1+\alpha\left(2-u_{1}-u_{2}\right)\left(1-u_{3}\right)\right)$, for $\alpha \in[-0.5,0.5]$, then
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- If we want to compare $T=\min \left(X_{1}, \max \left(X_{2}, X_{3}\right)\right)$ and $X_{1}$ in the HR order we plot $\bar{q}_{\alpha}(u) / u$ in $(0,1)$ for $\alpha=-0.5,-0.25,0,0.25,0.5$.


Figure: Ratio of the dual distortion functions of $T$ and $X_{1}$ when $\alpha=-0.5,-0.25,0,0.25,0.5$.

## Example 1

- If we want to compare $T=\min \left(X_{1}, \max \left(X_{2}, X_{3}\right)\right)$ and $X_{1}$ in the HR order we plot $\bar{q}_{\alpha}(u) / u$ for
$\alpha=-0.5,-0.25,0,0.25,0.5$.
- As it is increasing for $\alpha=-0.5,-0.25,0,0.25,0.5$, then $T \leq_{H R} X_{1}$ for all $F$.
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- Therefore $T_{\alpha} \leq_{M R L} T_{\beta}$ for all $F$ such that $E\left(T_{\alpha}\right) \leq E\left(T_{\beta}\right)$.
- If $X_{i} \equiv \operatorname{Exp}(\mu)$, then
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E(T)=\frac{2 \mu}{3}+\frac{\mu}{60} \alpha
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- A straightforward calculation shows that $g$ is strictly decreasing in $\left(0, u_{0}\right)$ and strictly increasing in $\left(u_{0}, 1\right)$ for
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- Therefore $T_{\alpha} \leq_{M R L} T_{\beta}$ for all $F$ such that $E\left(T_{\alpha}\right) \leq E\left(T_{\beta}\right)$.
- If $X_{i} \equiv \operatorname{Exp}(\mu)$, then

$$
E(T)=\frac{2 \mu}{3}+\frac{\mu}{60} \alpha
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which is an increasing function of $\alpha$. So $T_{\alpha} \leq_{M R L} T_{\beta}$ holds.

- These systems are not ST ordered since $g$ takes values greater and smaller than 1.

Comparisons for systems with IID and EXC components
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## Coherent systems- General case

- From the preceding section, we have

$$
\bar{F}_{T}(t)=\bar{Q}\left(\bar{F}_{1}(t), \ldots, \bar{F}_{n}(t)\right),
$$

where $\bar{Q}$ is a multivariate dual distortion function.
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- From the preceding section, we have

$$
\bar{F}_{T}(t)=\bar{Q}\left(\bar{F}_{1}(t), \ldots, \bar{F}_{n}(t)\right),
$$

where $\bar{Q}$ is a multivariate dual distortion function.

- Therefore we can use the following results obtained in Navarro et al. (Methodology and Computing in Applied Probability, 2016) and in Navarro and del Águila (Metrika, 2017) to compare generalized distorted distributions.
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Figure: Hazard rate functions of $X_{i}$ (red), $X_{1: 2}$ (blue) and $X_{2: 2}$ (black) when $X_{i} \equiv \operatorname{Exp}(\mu=1 / i), i=1,2$.

## Further examples

- By using the preceding techniques, we have ordered all the coherent systems with 1-3 independent components in Navarro and del Aguila (Metrika, 2017) in both cases (i.e., with and without ordered components).

Table: Dual distortions functions of systems with 1-3 INID components.

| N | $T=\psi\left(X_{1}, X_{2}, X_{3}\right)$ | $\bar{Q}\left(u_{1}, u_{2}, u_{3}\right)$ |
| :---: | :---: | :---: |
| 1 | $X_{1: 3}=\min \left(X_{1}, X_{2}, X_{3}\right)$ | $u_{1} u_{2} u_{3}$ |
| 2 | $\min \left(X_{2}, X_{3}\right)$ | $u_{2} u_{3}$ |
| 3 | $\min \left(X_{1}, X_{3}\right)$ | $u_{1} u_{3}$ |
| 4 | $\min \left(X_{1}, X_{2}\right)$ | $u_{1} u_{2}$ |
| 5 | $\min \left(X_{3}, \max \left(X_{1}, X_{2}\right)\right)$ | $u_{1} u_{3}+u_{2} u_{3}-u_{1} u_{2} u_{3}$ |
| 6 | $\min \left(X_{2}, \max \left(X_{1}, X_{3}\right)\right)$ | $u_{1} u_{2}+u_{2} u_{3}-u_{1} u_{2} u_{3}$ |
| 7 | $\min \left(X_{1}, \max \left(X_{2}, X_{3}\right)\right)$ | $u_{1} u_{2}+u_{1} u_{3}-u_{1} u_{2} u_{3}$ |
| 8 | $X_{3}$ | $u_{3}$ |
| 9 | $X_{2}$ | $u_{2}$ |
| 10 | $X_{1}$ | $u_{1}$ |

Table: Dual distortions functions of systems with 1-3 INID components.

| N | $T=\psi\left(X_{1}, X_{2}, X_{3}\right)$ | $\bar{Q}\left(u_{1}, u_{2}, u_{3}\right)$ |
| :---: | :---: | :---: |
| 11 | $X_{2: 3}$ | $u_{1} u_{2}+u_{1} u_{3}+u_{2} u_{3}-2 u_{1} u_{2} u_{3}$ |
| 12 | $\max \left(X_{3}, \min \left(X_{1}, X_{2}\right)\right)$ | $u_{3}+u_{1} u_{2}-u_{1} u_{2} u_{3}$ |
| 13 | $\max \left(X_{2}, \min \left(X_{1}, X_{3}\right)\right)$ | $u_{2}+u_{1} u_{3}-u_{1} u_{2} u_{3}$ |
| 14 | $\max \left(X_{1}, \min \left(X_{2}, X_{3}\right)\right)$ | $u_{1}+u_{2} u_{3}-u_{1} u_{2} u_{3}$ |
| 15 | $\max \left(X_{2}, X_{3}\right)$ | $u_{2}+u_{3}-u_{2} u_{3}$ |
| 16 | $\max \left(X_{1}, X_{3}\right)$ | $u_{1}+u_{3}-u_{1} u_{3}$ |
| 17 | $\max \left(X_{1}, X_{2}\right)$ | $u_{1}+u_{2}-u_{1} u_{2}$ |
| 18 | $X_{3: 3}=\max \left(X_{1}, X_{2}, X_{3}\right)$ | $u_{1}+u_{2}+u_{3}-u_{1} u_{2}-u_{1} u_{3}$ |
|  |  | $-u_{2} u_{3}+u_{1} u_{2} u_{3}$ |

Comparisons for systems with IID and EXC components
Comparisons for systems with DID components Comparisons for systems with NID components
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- This property is not necessarily true for all K (see Navarro, Torrado and del Águila 2017).


Figure: Hazard rate functions of $X_{i}$ (red), $X_{1: 2}$ (blue) and $X_{2: 2}$ (black) when $\bar{F}_{1}(t)=\exp (-t)$ (Exponential), $\bar{F}_{2}(t)=1 /(1+5 t)$ (Pareto) and $K\left(u_{1}, u_{2}\right)=u_{1} u_{2} /\left(u_{1}+u_{2}-u_{1} u_{2}\right)$ (Clayton-Oakes).
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