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1. Introduction

Let � be an irreducible symmetric cone in a Euclidean vector space V of
dimension n, endowed with an inner product ð � j � Þ for which the cone � is self-
dual. We can identify V with R

n, by endowing the latter with such an inner
product. We denote by T� ¼ V þ i� the corresponding tube domain in the
complexi2cation of V , which we may also identify with C

n. As in the text [8], we
write the rank and determinant associated with a cone by

r ¼ rank �; and 6ðxÞ ¼ detx; for x 2 V :

The precise meaning of these notions is explained in some more detail in x 2.
A typical example is the light-cones in R

n, with n> 3, de2ned by

9n ¼ fy ¼ ðy1; y 0Þ 2 R
n : y21 � jy 0j2 > 0; y1 > 0g:

These are symmetric cones of rank 2 with determinant given by the Lorentz form
6ðyÞ ¼ y21 � jy 0j2. A second example is the cones Symþðr;RÞ of positive-de2nite
symmetric matrices, which have rank r and the usual determinant for matrices. In
this last case, the underlying vector space V is the space of symmetric matrices
Symðr;RÞ, with dimension n ¼ 1

2 rðrþ 1Þ, and with a Euclidean norm de2ned by
the Hilbert--Schmidt inner product (which does not coincide with the canonical
inner product in the usual identi2cation between V and R

n). These two are the
most characteristic examples in the classi2cation of symmetric cones. The reader
less familiar with the general theory should keep these cases in mind, and refer
occasionally to the text [8] (or the more informal lecture notes [3]).
The goal of this paper is to present, in the general setting of symmetric cones, a

special Littlewood--Paley decomposition adapted to the geometry of �. This will
be applied to analytic problems, such as the boundedness of Bergman projectors
and the characterization of boundary values for Bergman spaces in the tube
domain T�. To describe our setting, let us denote by S� the space of Schwartz
functions f 2 SðRnÞ with Supp bff � �, and normalize the Fourier transform by

bffð�Þ ¼ Ffð�Þ ¼ 1

ð2Þn
ð
Rn
e�iðxj�ÞfðxÞ dx; for � 2 R

n:
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Our basic tool will be a special decomposition for functions in S�,

f ¼
X
j

f �  j; for all f 2 S�;ð1:1Þ

where b  j are supported on ‘suitable frequency blocks’ Bj which form a Whitney
covering of the cone �. More precisely, and in analogy with the dyadic
decomposition of the half-line ð0;1Þ (that is, the 1-dimensional cone), we let Bj

be the ‘balls’ Bj ¼ f� 2 � : dð�; �jÞ < 1g, obtained from the homogeneous structure
of the cone via an invariant distance d and a d-lattice f�jg. These will turn out to
be the right sets for the discretization of many operators related to �, since
functions typically appearing in multiplier expressions (such as 6ð�Þ or e�ð�jyÞ, for
2xed y 2 �) remain essentially constant when � 2 Bj.
A characteristic example of this situation is the generalized wave operator on

the cone:

� ¼ 6

�
1

i

@

@x

�
;

which is the diLerential operator of degree r de2ned by the equality

6

�
1

i

@

@x

�
½eiðxj�Þ� ¼ 6ð�Þeiðxj�Þ; where � 2 R

n:ð1:2Þ

This corresponds, in cones of rank 1 and 2, to

� ¼ 1

i

d

dx
in ð0;1Þ; and � ¼ � 1

4

�
@2

@x21
� @2

@x22
� . . .� @2

@x2n

�
in 9n:

The Littlewood--Paley decomposition (1.1) provides a formal ‘discretization’ of the
action of � on functions with spectrum in �:

�f ¼ F �1ð6ð�Þbffð�ÞÞ ¼ X
j

6ð�jÞ f �  j � F �1ðmjÞ; for f 2 S�;

where fmjg is a uniformly bounded family of multipliers.
From these facts it is natural to introduce a new family of Besov-type spaces,

Bp;q
� , adapted to the Littlewood--Paley decomposition (1.1). These are de2ned as

the equivalence classes of tempered distributions which have 2nite seminorms

kfkBp;q
�

¼
�X

j

6��ð�jÞ kf �  jkqp
�1=q

:ð1:3Þ

Our 2rst result shows that these spaces satisfy properties analogous to those of the
one-dimensional homogeneous Besov spaces, with the role of the usual derivation
played now by the wave operator �. We have chosen a special normalization of
indices in (1.3) which is convenient for the applications that follow, but which is
slightly diLerent from the standard notation in, for example, [9]. (When n ¼ 1 and

�j ¼ 2j, the norm in (1.3) corresponds to the classical Besov space _BB
��=q
p;q ðRÞ.)

THEOREM 1.4. Let � 2 R and 16 p; q <1. Then
(1) Bp;q

� is a Banach space and does not depend on the choice of f jg and f�jg;
(2) � : Bp;q

� ! Bp;q
�þq is an isomorphism of Banach spaces;

(3) if p; q > 1, then ðBp;q
� Þ� is isomorphic to Bp 0;q 0

��q 0=q with the usual duality
pairing.

PLM 1476---13/8/2004---SHARON---98973

D. B�EEKOLL�EE, A. BONAMI, G. GARRIG �OOS AND F. RICCI318



The rest of the paper is devoted to applications of this theory to two open
problems involving the class of Bergman spaces. In this paper, a weighted mixed-
norm version of these spaces is de2ned by the following integrability condition:

kFkLp;q
�
:¼

�ð
�

�ð
Rn
jF ðxþ iyÞjp dx

�q=p

6��n=rðyÞ dy
�1=q

<1:ð1:5Þ

Thus, when 16 p; q <1 and � 2 R, we denote by Ap;q
� ðT�Þ the closed subspace of

Lp;q
� consisting of holomorphic functions in the tube T�. We observe that these

spaces are non-null only when � > n=r� 1 (see, for example, [3]). The usual Ap

space corresponds to p ¼ q and � ¼ n=r. To simplify notation we shall write
Ap
� ¼ Ap; p

� , and similarly Lp
� ¼ Lp; p

� .
Two main questions concerning these spaces will be studied here:
(1) the characterization of boundary values of functions in Ap;q

� , as
distributions in the Besov spaces Bp;q

� ;
(2) the boundedness of Bergman projectors P� in Lp;q

� spaces, where P� is the
usual orthogonal projection from L2

� onto A2
�.

Regarding the 2rst question, the general idea is to write a holomorphic function
F in the tube T� in terms of its Fourier --Laplace transform:

F ðzÞ ¼ LgðzÞ ¼
ð
�
ei ðzj�Þgð�Þ d�; for z 2 T�;ð1:6Þ

for some distribution g supported in �. Roughly speaking, the new distribution
f ¼ F �1g plays the role of the ‘Shilov boundary value’ for F , while the condition
F 2 Ap;q

� is naturally related with f 2 Bp;q
� . Observe that we must exclude some

indices, since by Theorem 1.4 we can only give a meaning to (1.6) when

F �1ðe�ðyj�Þ �Þ has a 2nite Bp 0;q 0

��q 0=q-norm. As we shall see, this can only happen

when q is below the critical index

eqq�; p ¼ � þ n=r� 1

ððn=rÞð1=p 0Þ � 1Þþ

(with eqq�; p ¼ 1, if n=r6 p 0). A detailed justi2cation of these facts will be presented

in xx 3.4 and 4.1, leading to the following theorem.

THEOREM 1.7. Let � > n=r� 1, 16 p <1 and 16 q < eqq�; p. Then, for every
F 2 Ap;q

� there exists a (unique) tempered distribution f 2 S 0ðRnÞ such that
f ¼

P
j f �  j in S 0ðRnÞ, kfkBp;q

�
<1 and F ¼ Lbff . Moreover we have

(1) limy!0; y2� F ð� þ iyÞ ¼ f , in both S 0ðRnÞ and Bp;q
� ;

(2) kfkBp;q
�
6C kFkAp;q

�
, for all F 2 Ap;q

� :

The converse result is more interesting, and turns out to be equivalent to the
second of the questions posed above. We only have a partial answer, for which we
need to introduce two new critical indices

q� ¼
� þ n=r� 1

n=r� 1
; q�; p ¼ minfp; p 0g q� :

Observe that in 1-dimension the three indices are equal to 1, while in general we
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have the ordering

2 < q� 6 q�; p6 eqq�; p:
The role of these new indices will be clari2ed later in relation to the
Bergman projectors.

THEOREM 1.8. Let � > n=r� 1, 16 p <1 and 16 q < q�; p. Given a distri-
bution f 2 S 0ðRnÞ such that f ¼

P
j f �  j and kfkBp;q

�
<1, then the holomorphic

function F ¼ Lbff belongs to Ap;q
� , and moreover, there exists a constant C > 0 so that

1

C
kfkBp;q

�
6 kLbff kAp;q

�
6 C kfkBp;q

�
; for f 2 Bp;q

� :

This theorem is sharp for 16 p6 2, in the sense that for each q> q�; p ¼ pq�
there is a distribution with kfkBp;q

�
<1 and kLbffkLp;q

�
¼ 1. We shall present these

examples in x 4.4. When p > 2 we will construct similar examples, but only for
values of q> q�;2 ¼ 2q� , leaving open the question when p 0q� 6 q < minf2q�; eqq�; pg.
One can conjecture that the theorem also has a positive answer in these cases,
with some evidence given by the sharp results for large p presented for light-cones
in x 5.
We turn to the second application of our theory, the boundedness of Bergman

projectors in Lp;q
� . This is a challenging question which has been open for many

years, and which still is not completely solved. The three indices de2ned above
correspond to three steps of diNculty for this question. First, a trivial counter-
example (just involving local integrability of the Bergman kernel) shows that P�
can only be bounded in Lp;q

� when eqq 0
�; p < q < eqq�; p. Next, an argument involving

Schur’s lemma gives q 0� < q < q� as the sharp range of boundedness for the positive
operator Pþ

� (where the Bergman kernel is replaced by its absolute value
jB�ðz; wÞj; see [1, 5]). Finally, it is shown in [4] that q 02; p < q < q2; p is the sharp
range of boundedness for P� in the spaces L2;q

� (from which q�;p arises by
interpolation between q� and q�;2 ¼ 2q�). The techniques introduced in [4],
originally for light-cones, have also been the germ of the Littlewood--Paley
decomposition we present here. Our main contribution to this problem, besides the
extension to general symmetric cones, is the equivalent formulation in terms of the
previous problem, which moreover will lead to new improvements as those
presented in x 5. We gather these results in our next two theorems, which by
self-adjointness of P� we need to state only when q> 2.

THEOREM 1.9. Let � > n=r� 1, 16 p <1 and 26 q < eqq�;p. Then, P� admits
a bounded extension from Lp;q

� onto Ap;q
� if and only if

kLbffkLp;q
�
6C

�X
j

6��ð�jÞ kf �  jkqp
�1=q

; for f 2 S�:ð1:10Þ

In particular, P� is bounded in Lp;q
� for all 16 p <1 and q 0�; p < q < q�; p.

Moreover, P� does not admit bounded extensions to Lp;q
� when:

(1) 16 p6 2 and q> q�; p;
(2) 2 < p <1 and q> minf2q�; eqq�; pg:
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THEOREM 1.11. For the light-cone 9n, with n> 3, and for all � > 1
2 ðn� 2Þ,

there exists a large pn;� such that P� is bounded in the sharp range 26 q < eqq�; p for
all p > pn;�.

Figure 1.1 illustrates the regions of boundedness and unboundedness for P�
after the results in Theorems 1.9 and 1.11. Compared with [4], the 2rst 2gure
removes the end-points in 16 p6 2, and the region q> q�;2 when p > 2, with
counter-examples which are new even for light-cones. The second 2gure improves
upon these results for light-cones, reaching for the 2rst time the sharp line q ¼ eqq�; p.
We can even improve a bit on this picture when n ¼ 3 (see Corollary 5.17 and Figure
5.1 below). At this point it becomes natural to conjecture the boundedness of P�
in the whole blank region above. We observe that in the particular case of
Lp
� -spaces (p ¼ q) the conjecture becomes 26 p < minf2q�; q� þ n=ðn� rÞg

(together with its dual interval), which in this paper we also settle for light-cones
and su-ciently large � (see Remark 5.13 below).

We do not wish to conclude this introductory section without brieOy explaining
our approach to this problem for light-cones, and its relation with classical
multiplier conjectures in Harmonic Analysis. In xx 4 and 5 we shall reformulate
(1.10) in terms of simpler inequalities of the form

kfkp 6 CN $

� X
�j2�N

kf �  jksp
�1=s

; for f 2 S�N
ðRnÞ;ð1:12Þ

for appropriate combinations of the indices $; p; s, and with the sum restricted to
lattice points so that j�jj � 1 and 6ð�jÞ � 1=N . These inequalities have been
studied in light-cones in relation with restriction and cone multiplier problems,
where the ‘frequency blocks’ Bð�jÞ correspond precisely to the usual ‘dyadic’
partition of a truncated conical shell (as in, for example, [13] or [16]). When
p ¼ s > 2n=ðn� 2Þ one can conjecture the validity of (1.12) for all
$ > 1

2 ðn� 2Þ � ðn� 1Þ=p, which if true would allow us to push for such p up to

Figure 1.1. Regions of boundedness for P� in general cones and light-cones.

PLM 1476---13/8/2004---SHARON---98973

LITTLEWOOD--PALEY DECOMPOSITIONS 321



the critical line q ¼ eqq�; p in Figure 1.1. This turns out to coincide with a weak
version of the local smoothing conjecture recently posed by T. WolL [17, 12], and
it is precisely from his partial results that we obtain an improvement in our
problem. (We thank A. Seeger and A. Vargas for pointing out these references, as
well as the implications for our results.) Similarly, when 2 < p6 2n=ðn� 2Þ and
s ¼ 2 the natural conjecture states the validity of (1.12) for all $ > 0, which
would eventually imply an improvement for such p up to the vertical line q ¼ 2q�
in Figure 1.1. This is closely related to the stronger local smoothing conjecture,
where one replaces the right-hand side of (1.12) with N"kð

P
jf �  jj2Þ1=2kp (and

restricts to 2 < p6 2ðn� 1Þ=ðn� 2Þ). Again, from the latest progress on this
question [16, 18] we shall obtain new positive results for n ¼ 3 and p ¼ 4 (see
Figure 5.1). We 2nally point out that, regarding our problem, sharp inequalities of
the form (1.12) are not only suNcient, but also necessary. In particular, a positive
answer for the blank region in Figure 1.1 for all � > 1 would solve WolL’s
conjecture in dimensions 3 and 4 (see Remark 5.14 below).
We conclude by mentioning that a simpli2ed version of our results, specialized

to the case when p ¼ 2 (for which the use of Plancherel’s theorem is available),
has been published separately in [2]. We also refer to the survey paper [6] for
complementary information concerning critical indices and their relation with
Hardy-type inequalities.

2. Whitney decompositions on the cone

In this section we introduce the notation and a list of technical results on
symmetric cones, mostly taken from the text [8]. We also give a detailed
construction of the ‘Whitney decomposition’ adapted to the analysis of the
problems stated above. The main lines and applications of such constructions
appear in previous papers: see [4] for the light-cone, and [2] for general
symmetric cones.

2.1. Background on symmetric cones

Let � be a 2xed symmetric cone in a real Euclidean vector space V , endowed
with the inner product ð � j � Þ. That is, � is a homogeneous open convex cone
which is self-adjoint with respect to ð � j � Þ. Let Gð�Þ be the group of linear
transformations of the cone, and G its identity component. By de2nition, Gð�Þ
acts transitively on �. Further, it is well known that there is a solvable subgroup
T of G acting simply transitively on �. That is, every y 2 � can be written
uniquely as y ¼ te, with t 2 T and a 2xed e 2 �. This gives an identi2cation
� � T ¼ G=K, where K is a maximal compact subgroup of G. Moreover,
K ¼ fg 2 G : ge ¼ eg ¼ G \OðV Þ. These properties can be found in Chapters I
and VI of the text [8].
It is well known that for every symmetric cone �, its underlying vector space V

can be endowed with a multiplication rule which makes it a Euclidean Jordan
algebra with identity element e. With such multiplication, � coincides with the set
fx2 : x 2 V g of all squares in V . The notions of rank, trace and determinant in �
are those inherited from the Jordan algebra structure of V (see [8, Chapter II]).
We say that � is irreducible when V cannot be decomposed as a direct sum of two
lower-dimensional subspaces which contain a pair of symmetric cones whose direct
sum equals � (alternatively, when V does not contain non-trivial ideals). For

PLM 1476---13/8/2004---SHARON---98973

D. B�EEKOLL�EE, A. BONAMI, G. GARRIG �OOS AND F. RICCI322



irreducible cones we may assume, after multiplying by a positive constant, that
the inner product in V is given by ðxjyÞ ¼ ðxyjeÞ ¼ trðxyÞ [8, p. 51]. The reader
less familiar with these concepts should keep in mind the example of
positive-de2nite symmetric matrices, which we present in more detail in
Example 2.2 below.
Suppose now that the cone is irreducible, has rank r and its underlying space has

dimension n. Following [8, Chapter IV], we 2x a Jordan frame fc1; . . . ; crg in V (that
is, a complete system of idempotents), to which we associate a Peirce decomposition
of the space V , that is, an orthogonal decomposition V ¼

L
16 i6 j6 r Vi;j, where

Vii ¼ Rci; and Vi;j ¼ fx 2 V : cix ¼ cjx ¼ 1
2xg if i < j:

Then, by [8, Theorem VI.3.6], T may be taken as the corresponding solvable Lie
group, which factors as the semidirect product T ¼ NA ¼ AN of a nilpotent
subgroup N (of lower triangular matrices), and an abelian subgroup A (of
diagonal matrices). The latter takes the explicit form

A ¼
�
P ðaÞ : a ¼

Xr
i¼1

aici; ai > 0

�
;

where P is the quadratic representation of V . This also leads to the classical
decompositions of the semisimple Lie group G ¼ NAK and G ¼ KAK.
Still following [8, Chapter VI], we shall denote by 61ðxÞ; . . . ;6rðxÞ the principal

minors of x 2 V , with respect to the 2xed Jordan frame fc1; . . . ; crg. These are
invariant functions under the group N;

6kðnxÞ ¼ 6kðxÞ; where n 2 N; x 2 V ; k ¼ 1; . . . ; r;

and satisfy a homogeneity relation under A;

6kðP ðaÞxÞ ¼ a21 . . . a
2
k6kðxÞ; if a ¼ a1c1 þ . . .þ arcr:

The determinant function 6ðyÞ ¼ 6rðyÞ is also invariant under K, and moreover,
satis2es the formula

6ðgyÞ ¼ 6ðgeÞ6ðyÞ ¼ DetðgÞr=n6ðyÞ:ð2:1Þ
It follows from this formula that an invariant measure in � is given by
6ðyÞ�n=r dy. Finally, we recall a version of Sylvester’s Theorem for symmetric
cones, which allows to write these as

� ¼ fx 2 V : 6kðxÞ > 0; k ¼ 1; . . . ; rg:

Example 2.2. The cone of positive-de�nite symmetric matrices. We describe
the above concepts for the cone � ¼ Symþðr;RÞ, contained in the vector space
V ¼ Symðr;RÞ. The Jordan algebra structure in V corresponds to the symmetric
product X � Y ¼ 1

2 ðXY þ YXÞ, with the usual identity matrix e ¼ I. A standard
Jordan frame is the set Dj of diagonal matrices all of whose entries are 0 except
for the jth which is equal to 1. The Peirce decomposition in V is just the
decomposition of a symmetric matrix in terms of its ði; jÞ entries.
In this example, the automorphism group Gð�Þ can be identi2ed with Glðr;RÞ

via the adjoint action

g 2 Glðr;RÞ; Y 2 Symðr;RÞ 7�! g �Y ¼ gY g� 2 Symðr;RÞ:ð2:3Þ
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Then, the group T consists in the lower triangular matrices in Glðr;RÞ, and the
factorization Y ¼ t � I is precisely the Gauss decomposition of a positive-de2nite
symmetric matrix. The subgroupN consists of all triangular matrices in Glðr;RÞwith
1s on the diagonal, whileA is given by the diagonal matrices P ðaÞ ¼ diagfa1; . . . ; arg.
Finally, the associated principal minors are the usual principal minors from linear
algebra, that is, the determinants of the k � k symmetric submatrices obtained by
restriction to the 2rst k coordinates. One veri2es easily with this example the
homogeneity properties with respect to N and A stated above.

2.2. The invariant metric and the covering lemma

With the identi2cation � � G=K, the cone can be regarded as a Riemannian
manifold with the G-invariant metric de2ned by

h�; 2iy :¼ ðt�1�jt�12Þ

if y ¼ te and � and 2 are tangent vectors at y 2 �. We shall denote by dð � ; � Þ the
corresponding distance, and by B3ð�Þ the ball centered at � of radius 3. Note that,
for each g 2 G, the invariance implies that B3ðg�Þ ¼ gB3ð�Þ.
We shall need some weak local invariance properties of the quantities that we

have de2ned on the cone. One consequence is the possibility of obtaining a
Whitney-type decomposition for general symmetric cones in terms of invariant
balls. Part of this material has already been presented in [2].

LEMMA 2.4. Let 3 > 0. Then there is a constant 4 ¼ 4ð3;�Þ > 0 such that

dð�; � 0Þ6 3 ¼) 1

4
6

6kð�Þ
6kð� 0Þ

6 4; for k ¼ 1; . . . ; r:

Proof. By invariance of the metric and the forms 6k under N, we may assume
� 0 ¼ P ðaÞe. Further, since

6kð�Þ
6kðP ðaÞeÞ

¼ 6kðP ðaÞ�1�Þ
6kðeÞ

;

we may even assume � 0 ¼ e. Now, the estimates above and below for 6k in a
ball B3ðeÞ follow easily from the continuity of � 7!6kð�Þ, and a compactness
argument. �

The next lemma states the local equivalence between two Riemannian metrics.
The proof follows from standard arguments (see, for example, [14, 9--22]).

LEMMA 2.5. Let 30 > 0 be �xed. Then, there exist two constants 21 > 20 > 0,
depending only on 30 and �, so that for every 0 < 36 30 we have

fj� � ej < 203g � B3ðeÞ � fj� � ej < 213g:

We can now estimate the volume of an invariant ball. Recall that the invariant
measure in � is given by

measðBÞ ¼
ð
B
6ð�Þ�n=r d�; with B � � measurable:
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Therefore, from the previous results it follows that, for all y 2 � and 0 < 36 30,

measðB3ðyÞÞ ¼ measðB3ðeÞÞ � VolðB3ðeÞÞ � 3n;

where the equivalences denoted by ‘�’ are modulo constants depending only on �
and the 2xed number 30. Observe, however, that this estimate cannot hold
uniformly in 30 >> 1, since the invariant measure is in general not doubling. We
can now prove a covering lemma which will be of crucial importance for the rest of
the paper.

LEMMA 2.6. Whitney decomposition of the cone. Let 3 > 0 and R> 2. Then,
there exist sequences of points f�jgj in � such that

(i) fB3ð�jÞgj is a disjoint family in �;
(ii) fBR3ð�jÞgj is a covering of the cone �.

Moreover, for each such sequence the balls fBR3ð�jÞgj have the �nite intersection
property. That is, if 3; R6R0, then there exists an integer N ¼ NðR0;�Þ so that
at most N of these balls can intersect an arbitrary set E � � with diameter

diamðEÞ ¼ supfdð�; 2Þ : �; 2 2 Eg6R03:ð2:7Þ

Proof. Consider f�jgj, a maximal subset of � (under inclusion) among those
with the property that their elements are distant at least 23 from one another. Let
us denote by B 0

j the balls B3ð�jÞ. They are pairwise disjoint, while, by maximality,
the balls fBj ¼ B23ð�jÞgj cover �. Note also that, necessarily, the set f�jgj
is countable.
For the 2nite overlapping, let E be a set as in (2.7). Denote by J the set of

indices fj : BR3ð�jÞ \ E 6¼ ;g, and 2x a point � 2 BR3ð�j0Þ \ E for some j0 2 J.
Then, the condition on the diameter gives[

j2J
B3ð�jÞ � Bð2R0þ1Þ3ð�Þ:

Now, by disjointness and invariance of the measure we have

jJ jmeasðB3ðeÞÞ ¼ meas

�[
j2J

B 0
j

�
6measðBð2R0þ1Þ3ð�ÞÞ ¼ measðBð2R0þ1Þ3ðeÞÞ:

Thus, the remarks preceding the lemma give us a bound for N depending only on
� and R0. �

Remark 2.8. 1. A sequence of points f�jgj with the above properties will be
called a ð3; RÞ-lattice of the cone. Observe that one can always de2ne an
associated partition by letting

E1 ¼ B1; . . . ; Ej ¼ Bj n Ej�1; . . . :

We shall call fEjgj a Whitney decomposition of �.
2. If f�jgj is a ð3; RÞ-lattice, then so is f��1j gj. Indeed, this follows from the fact

that y 7! y�1 is an isometry of the cone (see Chapter III of [8]). Therefore,
B3ð��1j Þ ¼ B3ð�jÞ�1, and the conditions of Lemma 2.6 hold.
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3. One can look at the sequences f�jgj and f��1j gj as a couple of dual lattices.
In fact, ð�jj��1j Þ ¼ r, while using 6ðy�1Þ ¼ 6ðyÞ�1 we also have VolðBjÞ � 6ð�jÞn=r
and VolðB�1

j Þ � 6ð�jÞ�n=r. Moreover, from the next lemma it will follow that
actually ð�jyÞ � 1 when � 2 Bj and y 2 B�1

j .

LEMMA 2.9. Let 3 > 0. There exists 4 ¼ 4ð�; 3Þ > 0 such that, for y 2 � and
�; � 0 2 � with dð�; � 0Þ6 3, then

1

4
6

ð�jyÞ
ð� 0jyÞ 6 4:ð2:10Þ

In particular, 1=4 6 j�j=j� 0j 6 4, when dð�; � 0Þ6 3.

Proof. By continuity it suNces to show (2.10) for y 2 �. Using invariance
under G (and the fact that G ¼ G�), we may assume that y ¼ e. To show that
ð� 0jeÞ6 4ð�jeÞ, let us write � ¼ kP ðaÞe, for k 2 K and a ¼ a1c1 þ . . .þ arcr. Then the
new vector � 00 ¼ P ðaÞ�1k�1� 0 belongs to the 2xed ball B3ðeÞ. Therefore, we have

ð� 0jeÞ ¼ ðP ðaÞ� 00jeÞ6
ffiffiffi
r

p
kP ðaÞkj� 00j6 4kP ðaÞk;

where the last bound appears because B3ðeÞ is a compact set. Now P ðaÞ has
eigenvalues a2i and aiaj, and hence

kP ðaÞk ¼ maxfa2j ; aiajg6
Xr
i¼1

a2i ¼ ðP ðaÞejeÞ ¼ ð�jeÞ:ð2:11Þ

Finally, let us remark that ð�jeÞ is equivalent to j�j. Indeed, ð�jeÞ6
ffiffiffi
r

p
j�j by the

Schwarz inequality. Conversely, for � ¼ P ðaÞe, we have

j�j ¼
����Xr
j¼1

a2j cj

����6 Xr
j¼1

a2j ¼ ð�jeÞ : �

LEMMA 2.12. For every g 2 G we have

kgk6 jgej6
ffiffiffi
r

p
kgk:

Proof. Write g ¼ kP ðaÞh, for some h; k 2 K and a ¼ a1c1 þ . . .þ arcr. Then,
as in (2.11),

kP ðaÞk6 ða41 þ . . .þ a4rÞ1=2 ¼ jP ðaÞej ¼ jgej:
Thus,

jgej=jej6 kgk ¼ kP ðaÞk6 jgej: �

2.3. Integrals on �

To conclude with this preliminary section, we list some basic facts concerning
integrals in the cone. Following [8], we de2ne the generalized power function of
x 2 � by

6sðxÞ ¼ 6s1�s2
1 ðxÞ6s2�s3

2 ðxÞ . . . 6sr
r ðxÞ; for s ¼ ðs1; s2; . . . ; srÞ 2 C

r;

where 6k are the principal minors with respect to a 2xed Jordan frame
fc1; . . . ; crg. In particular, 6sðxÞ ¼ as11 . . . asrr when x ¼ a1c1 þ . . .þ arcr. The
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lemmas from the previous section justify the following discretization of integrals
which we shall use often below.

PROPOSITION 2.13. Let 0 < 3;R6R0 be �xed, and f�jgj be a ð3; RÞ-lattice
with associated Whitney decomposition fEjgj. Then, for every s 2 R

r there exists

a positive constant C such that, for any y 2 � and for any non-negative function
f on the cone, we have

1

C

X
j

e�4ðyj�jÞ6sð�jÞ
ð
Ej

fð�Þ d�

6ð�Þn=r
6

ð
�
fð�Þe�ðyj�Þ6sð�Þ

d�

6ð�Þn=r

6C
X
j

e�ð1=4Þðyj�jÞ6sð�jÞ
ð
Ej

fð�Þ d�

6ð�Þn=r
;

where 4 ¼ 4ðR0;�Þ is a constant as in (2.10).

We shall also need the gamma function in � de2ned from the generalized
powers. That is, given s ¼ ðs1; s2; . . . ; srÞ 2 C

r, one lets

Q�ðsÞ ¼
ð
�
e�ð�jeÞ6sð�Þ

d�

6ð�Þn=r
:ð2:14Þ

This integral is known to converge absolutely if and only if

Re sj > ðj� 1Þn=r� 1

r� 1
; for all j ¼ 1; . . . ; r:

Moreover, in such a case

Q�ðsÞ ¼ ð2Þðn�rÞ=2
Yr
j¼1

Q

�
sj � ðj� 1Þn=r� 1

r� 1

�
;ð2:15Þ

where Q is the classical gamma function in Rþ [8, Chapter VII]. We shall denote
Q�ðsÞ ¼ Q�ðsÞ when s ¼ ðs; . . . ; sÞ. The next formula de2nes the Laplace transform
of a generalized power, and can be found in [8, p. 124].

LEMMA 2.16. For y 2 � and s ¼ ðs1; s2; . . . ; srÞ 2 C
r with

Re sj > ðj� 1Þn=r� 1

r� 1
; for j ¼ 1; . . . ; r;

we have ð
�
e�ð�jyÞ6sð�Þ

d�

6ð�Þn=r
¼ Q�ðsÞ6sðy�1Þ:

Remark 2.17. We will sometimes write the above quantity 6sðy�1Þ in terms
of the rotated Jordan frame fcr; . . . ; c1g. That is, if we denote by 6�

j , for
j ¼ 1; . . . ; r, the principal minors with respect to this new frame, then

6sðy�1Þ ¼ ½6�
s� ðyÞ��1; for all s ¼ ðs1; . . . ; srÞ 2 C

r;

where we have set s� :¼ ðsr; . . . ; s1Þ (see [8, p. 127]).
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Our last lemmas are concerned with global and local integrability of generalized
powers. The 2rst one is a simple consequence of our last result and the Plancherel
formula (see also [4]).

LEMMA 2.18. Let $ 2 R, and de�ne

I$ðyÞ ¼
ð
Rn
j6ðxþ iyÞj�$ dx; for y 2 �:

Then, I$ is �nite if and only if $ > 2n=r� 1. In this case, I$ðyÞ ¼ cð$Þ6ðyÞ�$þn=r.

We next establish the critical index for local integrability at the origin.

LEMMA 2.19. Let $ 2 R and

g$ð�Þ ¼
e�ð�jeÞ

6ð�Þð1þ j log6ð0;...;0;1Þð�ÞjÞ$
:

Then, g$ is integrable if and only if $ > 1.

Proof. This is a simple exercise using Gaussian coordinates (see Chapter VI of
[8]). Indeed, with the notation in [8], the integral of g$ is equal to

cr

ð
ð0;1Þr

e�
P

u2j

ð1þ 2j log urjÞ$
�Yr
j¼1

u
ðr�jÞd�1
j

�
du1 . . . dur

¼ c 0r

ð1
0

e�u
2
r

ð1þ 2j log urjÞ$
dur
ur

: �

Finally, we conclude with the critical index for integrability at in2nity.

LEMMA 2.20. Let $; 3 2 R, : > �1 and

g$;:;3ðyÞ ¼
6:ðyÞ

6$ðyþ eÞð1þ log6ðyþ eÞÞ3
:

Then, g$;:;3 is integrable if and only if $� : > 2n=r� 1 or $� : ¼ 2n=r� 1
and 3 > 1.

Proof. This time we use the ‘polar coordinates’ of the cone

y ¼ kðet1c1 þ . . .þ etrcrÞ; where t1 < t2 < . . . < tr and k 2 K

(see [8, p. 105]). Then, 6ðyþ eÞ ¼
Qr

j¼1ðetj þ 1Þ, andð
�
g$;:;3ðyÞ dy

¼ c

ð1
�1

ðtr
�1

. . .

ðt2
�1

eðt1þ...þtrÞðn=rþ:Þ
Q

j<kðshð12ðtk � tjÞÞÞdQr
j¼1ðetj þ 1Þ$ ð1þ

Pr
j¼1 logð1þ etjÞÞ3

dt1 . . . dtr;

where d ¼ dimVj;k ¼ 2ðn=r� 1Þ=ðr� 1Þ. For the necessary condition, we can
consider only the case when $� : ¼ 2n=r� 1 and 3 ¼ 1. Moreover, we restrict the
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region of integration so that sh t> cet, and obtain

I> c

ð1
2r

ð2r�1þ1
2r�1

. . .

ð3
2

eðt1þ...þtrÞð1�n=rÞ

1þ tr

Y
j<k

edðtk�tjÞ=2 dt1 . . . dtr

> c 0
ð1
2r

etrð1�n=rÞ

1þ tr
edðr�1Þtr=2 dtr ¼ 1:

To estimate from above, we use the boundY
j<k

shð12ðtk � tjÞÞ6
Y
j<k

eðtk�tjÞ=2 ¼
Yr
j¼1

eð j�1�ðr�1Þ=2Þtj :

Then the integral I is bounded by the productYr�1
j¼1

ðþ1

�1

eðdð j�1Þþ:þ1Þtj

ð1þ etjÞ$ dtj �
ðþ1

�1

eðdðr�1Þþ:þ1Þtr

ð1þ etrÞ$ð1þ logð1þ etrÞÞ3
dtr:

Each integral is convergent at �1 since : þ 1 > 0. We use the conditions on $, :
and 3 to conclude the proof easily for the integrability at þ1. �

3. Besov spaces with spectrum in �

3.1. The Littlewood--Paley decomposition

Through the rest of the paper, f�jg will be a 2xed ð3; RÞ-lattice in � with 3 ¼ 1
2

and R ¼ 2. We can easily construct a smooth partition of the unity associated
with the covering Bj ¼ B1ð�jÞ. For this, we choose a real function ’0 2 C1

c ðB2ðeÞÞ
such that

06’06 1; and ’0jB1ðeÞ � 1:

We write each point �j ¼ gje, for some 2xed gj 2 G (which, for simplicity, we take
to be self-adjoint). Then, we can de2ne ’jð�Þ :¼ ’0ðg�1j �Þ, so that

’j 2 C1
c ðB2ð�jÞÞ; 06’j6 1 and ’jjBj

� 1:ð3:1Þ

We assume that �0 ¼ e, so that there is no ambiguity of notation. By the 2nite
intersection property, there exists a constant c > 0 such that

1

c
6Rð�Þ :¼

X
j

’jð�Þ6 c:

PROPOSITION 3.2. In the conditions above, let b  j ¼ ’j=R. Then
(1) b  j 2 C1

c ðB2ð�jÞÞ;
(2) 06 b  j6 1; and

P
j
b  jð�Þ ¼ 1; for all � 2 �;

(3) the  j are uniformly bounded in L1ðRnÞ; in particular, there exists a
constant C > 0 such that

kf �  jkp6C kfkp; for all f 2 LpðRnÞ; all j; and 16 p61:ð3:3Þ

Proof. The 2rst two statements are clear. For the last one, note 2rst that

k jkL1 ¼ kF �1ð’0ðg�1j �Þ=RÞkL1 ¼ kF �1ð’0=Rðgj �ÞÞkL1 :
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Now, when � 2 B2ðeÞ we can write

Rðgj�Þ ¼
X
k2Jj

’0ðg�1k gj�Þ;

where Jj ¼ fk : B2ð�kÞ \ B2ð�jÞ 6¼ ;g is a 2nite set with at most N elements by the
2nite intersection property. Further, we claim that the following uniform estimate
holds true:

kg�1k gjk6C; when k 2 Jj; for all j:ð3:4Þ

Indeed, since dðg�1k gje; eÞ ¼ dð�j; �kÞ6 4, by Lemmas 2.12 and 2.9,

kg�1k gjk � jg�1k gjej � jej � 1:

From (3.4) the proposition follows easily. Indeed, integrating by parts we have

F �1ð’0=Rðgj �ÞÞðxÞ ¼
ð
B2ðeÞ

eiðxj�Þ
’0ð�Þ
Rðgj�Þ

d�ð3:5Þ

¼
ð
B2ðeÞ

eiðxj�Þ
DLð’0=Rðgj �ÞÞð�Þ

ð�jxj2ÞL
d�;

where DL denotes a power of the Laplacian. All functions DLð’0=Rðgj �ÞÞ are
bounded. Thus, choosing L ¼ 0 for jxj6 1, and L > 1

2n for jxj > 1, we can
majorize F �1ð’0=Rðgj �ÞÞ uniformly in j by an integrable function, and this
establishes the result. �

In this paper we shall mainly be concerned with Besov-type seminorms derived
from the couple f�j;  jg as in (1.3). That is, for � 2 R, 16 p; q61, and f 2
S 0ðRnÞ we let

kfkBp;q
�
:¼

�P
j6

��ð�jÞ kf �  jkqp
�1=q

if q <1,

supj6
��ð�jÞ kf �  jkp if q ¼ 1.

(
ð3:6Þ

We shall make use of the fact that these seminorms do not actually depend on the
choice of the lattice f�jg or the test functions  j. Moreover, they can also be
de2ned with test functions which are not normalized as in the previous
proposition. That is, we may replace f jg by any family

b  jð�Þ :¼ b  ðg�1j �Þ;ð3:7Þ

de2ned from an arbitrary b  2 C1
c ðB4ðeÞÞ so that 06 b  6 1 and b  is identically 1

in B2ðeÞ. These and other elementary equivalences are stated and proved in the
following lemma.

LEMMA 3.8. Let f�j;  jg be as at the beginning of this section, and �x
� 2 R and 16 p; q61. Then, for any other ð3; RÞ-lattice fe��jg with associated

Littlewood --Paley functions fe  jg, and for any family f jg as in (3.7), we have the
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equivalences �X
j

6��ð�jÞ kf �  jkqp
�1=q

�
�X

j

6��ðe��jÞ kf � e  jkqp �1=q;
�X

j

6��ð�jÞ kf �  jkqp
�1=q

�
�X

j

6��ð�jÞ kf �  jkqp
�1=q

;

for all f 2 S 0ðRnÞ. Moreover, when g 2 G and q <1, the following equivalence
holds: X

j

6��ð�jÞ kðf � gÞ �  jkqp � 6ðgeÞ�ðn=rÞðq=pÞ�� X
j

6��ð�jÞ kf �  jkqp:

Proof. We just consider the case q <1, the modi2cations for q ¼ 1 being
trivial. For the 2rst part, we can write, for each j,

b  j ¼ X
k

b  j be  e  k;
where the index k runs through a set Jj ¼ fk : BR3ðe��kÞ \B2ð�jÞ 6¼ ;g of at most
N ¼ Nð3; R;�Þ elements. Then, using (3.3) and Lemma 2.4 we haveX

j

6��ð�jÞ kf �  jkqp6C
X
j

X
k2Jj

6��ð�jÞ kf � e  kkqp
6C 0 X

k

6��ðe��kÞ kf � e  kkqp:
The converse inequality follows similarly. For the second equivalence in the
lemma, the fact that b  j b  j ¼ b  j immediately implies the left inequality. A similar
use of the 2nite intersection property as we did above gives the right-hand side.
Finally, for our last statement, it is suNcient to prove an inequality of the form

‘.’, the converse inequality ‘&’ following after replacing g by its inverse. Now,
using a 2rst change of variables, and the fact that the determinant of the
transformation g in R

n is equal to 6ðgeÞn=r, we are linked to consider the
Lp-norms of the functions

6ðgeÞ�ð1þ1=pÞn=r f � ð j � g�1Þ ¼ 6ðgeÞ�ð1þ1=pÞn=rX
k

f �  k � ð j � g�1Þ:

For each 2xed j this last sum has at most N terms, since the Fourier transform of
 k � ð j � g�1Þ is non-zero only if dð�k; g��jÞ < 4. So

kf � ð j � g�1Þkp6C6ðgeÞn=r
X

k;dðg��k;�jÞ<4
kf �  kkp;

the factor 6ðgeÞn=r appearing as the determinant of the transformation g in the
computation of the L1-norm of  j � g�1. Now, when dðg��k; �jÞ < 4, then 6ð�jÞ is
equivalent to 6ðg��kÞ ¼ 6ðgeÞ6ð�kÞ. Thus, we conclude thatX

j

6��ð�jÞ kf � ð j � g�1Þkqp6C6ðgeÞnq=r��
X
j

X
k;dðg��k;�jÞ<4

6��ð�kÞkf �  kkqp:
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We get the required inequality by multiplying by 6ðgeÞ�qð1þ1=pÞn=r and summing
in the j indices 2rst. �

Recall now that S� denotes the space of Schwartz functions f on R
n

with Supp bff � �. The next proposition gives the Littlewood--Paley decomposition
f ¼

P
j f �  j for functions in f 2 S�, and relates it with the Besov space norm.

PROPOSITION 3.9. Every f 2 S� admits a Littlewood --Paley decomposition
f ¼

P
j f �  j with convergence in SðRnÞ. Further, for every � 2 R and 16 p; q61

there are a constant C ¼ Cðp; q; �Þ > 0 and an integer ‘ ¼ ‘ðp; q; �Þ> 0 so that

kfkBp;q
�

¼
�X

j

6��ð�jÞ kf �  jkqp
�1=q

ð3:10Þ

6Cp‘ðbff Þ <1; for all f 2 S�;

where p‘ð’Þ ¼ supj$j6 ‘ sup�2Rnð1þ j�jÞ‘ j@$’ð�Þj denotes a Schwartz seminorm.

The proof depends on a lemma which gives appropriate estimates for test
functions in S�.

LEMMA 3.11. Let N;M > 0. Then, there are a constant C ¼ CðN;MÞ > 0
and an integer ‘ ¼ ‘ðN;MÞ> 0 such that, for every f 2 S�,

(1) jbffð�Þj6Cp‘ðbff Þ6Mð�Þ ð1þ j�jÞ�N , for all � 2 �;

(2) if 16 p61, then

kf �  jkp6Cp‘ðbff Þ6ð�jÞMþðn=rÞð1=p 0Þ ð1þ j�jjÞ�N; for all j:

Proof of Lemma 3.11. For the 2rst statement, it suNces to show that for
every f 2 S� and M > 1 there is M 0

> 1 so that

jbffð�Þj6CpM 0 ðbff Þ6Mð�Þ; whenever 6ð�Þ6 1; � 2 �:ð3:12Þ

Indeed, we then write (3.12) for DNf to get the full statement. So, let us prove
(3.12). Let � 2 � be 2xed, and choose �0 2 @� so that distð�; @�Þ ¼ j� � �0j. Since
Supp bff � �, we have @$ bffð�0Þ ¼ 0, for every multi-index $. Thus, given M > 1
there is a constant C ¼ CðMÞ such that jbffð�Þj6CpMðbff Þ j� � �0jM . We claim that
j� � �0j66ð�Þ1=r, which will clearly establish (3.12).
To show our claim, we may assume that � ¼ P ðaÞe, where a ¼ a1c1 þ . . .þ arcr.

Suppose also that a1 ¼ minfa1; . . . ; arg. Then

j� � �0j ¼ distð�; @�Þ 6 j� � ða22c2 þ . . .þ a2rcrÞj
¼ a21 6 ða21 . . . a2rÞ1=r ¼ 6ð�Þ1=r:

Let us now prove the second statement in Lemma 3.11. It is suNcient to prove
the same inequality, with the system  j instead of  j. Given f 2 S�, we proceed
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as in (3.5):

f �  jðxÞ ¼
ð
�
eiðxj�Þ bffð�Þb  ðg�1j �Þ d�ð3:13Þ

¼ 6n=rð�jÞ
ð
�
eiðgjxj�Þ bffðgj�Þb  ð�Þ d�

¼ 6n=rð�jÞ
ð
B2ðeÞ

eiðgjxj�Þ
DLðbffðgj�Þb  ð�ÞÞ

ð�jgjxj2ÞL
d�:

The estimates in the 2rst part, together with Lemmas 2.4, 2.9 and 2.12, imply
that, on the invariant ball B2ðeÞ,

jDLðbffðgj�ÞÞj6Cð1þ kgjkÞ2L
X

j$j6 2L

jð@$ bff Þðgj�Þj
6C 0p‘ðbff Þ 6Mð�jÞ

ð1þ j�jjÞN
;

for some integer ‘ ¼ ‘ðM;N;LÞ. Therefore

jf �  jðxÞj6Cp‘ðbff Þ6n=rð�jÞ
6Mð�jÞ

ð1þ j�jjÞN
1

ð1þ jgjxj2ÞL
; for x 2 R

n:

Taking Lp-norms and changing variables, we conclude with

kf �  jkp 6Cp‘ðbff Þ 6ð�jÞMþðn=rÞð1=p 0Þ

ð1þ j�jjÞN
:ð3:14Þ �

Proof of Proposition 3.9. Once we show the convergence of the seriesP
j f �  j, the fact that the sum equals f is immediate from Supp bff � � andP
j
b  j ¼  �. Now, from the previous lemma and Proposition 2.13, we haveX

j

kbff b  jk1 ¼
X
j

kbffðgj �Þ ’0
Rðgj �Þ k1

6Cf
X
j

6Mð�jÞ ð1þ j�jjÞ�N 6C 0
f

ð
�

6Mð�Þ
ð1þ j�jÞN

d�

6ð�Þn=r
;

where the last integral is 2nite for N and M large enough. A similar argument

applies to kð1þ j�jÞL@$ðbff b  jÞk1, establishing our claim.
For the second assertion in the proposition, we use the second estimate in

Lemma 3.11. Assuming q <1 (otherwise the estimate is trivial) we have

kfkq
Bp;q
�
6Cp‘ðbff Þq X

j

6��ð�jÞ
6ð�jÞMqþðn=rÞðq=p 0Þ

ð1þ j�jjÞNq
ð3:15Þ

6C 0p‘ðbff Þqð
�

6ð�ÞMqþðn=rÞðq=p 0Þ��

ð1þ j�jÞNq
d�

6ð�Þn=r
;

which is 2nite for a suNciently large choice of N and M. �
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We observe that we have strongly relied on the assumption on the support of bff .
The next proposition gives the sharp region of the indices �, p and q for
which general Schwartz functions have 2nite Bp;q

� -seminorms. We state this fact
separately since such conditions will appear in the sequel in relation with the
index eqq�; p.
PROPOSITION 3.16. Let � 2 R and 16 p; q61 be such that

q

p 0
n

r
> � þ n

r
� 1ð3:17Þ

(or ð1=p 0Þðn=rÞ> � when q ¼ 1). Then, there exist C ¼ Cðp; q; �Þ > 0 and an
integer ‘ ¼ ‘ðp; q; �Þ> 0 so that

kfkBp;q
�
6Cp‘ðbff Þ <1; for all f 2 SðRnÞ:ð3:18Þ

Moreover, this property can hold for all f 2 SðRnÞ only if �; p and q satisfy (3.17).

Proof. As before we assume that q <1, with obvious modi2cations when
q ¼ 1. First one observes that, when f 2 SðRnÞ, the conclusion of Lemma 3.11 is
still valid with M ¼ 0. Thus, similar reasoning as in (3.15) gives

kfkBp;q
�
6Cp‘ðbff Þ � ð

�

6ðq=p 0Þðn=rÞ��ð�Þ
ð1þ j�jÞNq

d�

6ð�Þn=r

�1=q
; for f 2 SðRnÞ;

and this integral is 2nite under the condition ðq=p 0Þðn=rÞ > � þ n=r� 1. To show

that this condition is critical, take any f 2 SðRnÞ such that bff is identically 1 in
the Euclidean ball centered at 0 of radius 1. Then, for such an f , one has the
bound from below

kfkq
Bp;q
�
> c

X
j;j�jj<c

6ð�jÞ��k jkqp> c 00
ð
�2�;j�j<c 0

6ðq=p 0Þðn=rÞ��ð�Þ d�

6ð�Þn=r
;

and this last integral is in2nity unless ðq=p 0Þðn=rÞ > � þ n=r� 1. �

3.2. Properties of Besov spaces

Given a closed set F � R
n, we shall denote by S 0

F ¼ S 0
F ðRnÞ the space of

tempered distributions with Fourier transform supported in F . Recall the
expression of the ‘seminorm’ kfkBp;q

�
in (1.3), and observe that a distribution

f 2 S 0
�
satis2es kfkBp;q

�
¼ 0 if and only if f 2 S 0

@�. This leads to the following

natural de2nition of Besov spaces with spectrum in �.

DEFINITION 3.19. Given � 2 R and 16 p; q <1, we de2ne Bp;q
� as the space

of equivalence classes of tempered distributions

Bp;q
� ¼ ff 2 S 0

�
: kfkBp;q

�
<1g=S 0

@�:

It follows right away from Lemma 3.8 that Bp;q
� does not depend on the choice

of f jg or the lattice f�jg. Moreover, Bp;q
� is invariant under the action of G, and

kf � gkBp;q
�

� 6ðgeÞ�ðn=rpÞ�ð�=qÞkfkBp;q
�
:ð3:20Þ
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Before collecting in the next proposition other basic properties of the spaces Bp;q
� ,

we make a minor comment on the notation used below.

Notation 3.21. Throughout this paper, the standard action of tempered
distributions over Schwartz functions will be denoted by

ðf; ’Þ ¼
ð
f ’; for f 2 S 0ðRnÞ; ’ 2 SðRnÞ:

For convenience, we shall often use the anti-linear pairing:

hf; ’i :¼ ðf; ’Þ ¼
ð
Rn
f ’; for f 2 S 0ðRnÞ; ’ 2 SðRnÞ:

This has the notational advantage of a simple Plancherel identity: hf; ’i ¼ hbff; b’’i,
leading to a natural pairing between f 2 S 0

�
ðRnÞ and ’ 2 S� (rather than using

ðf; ’Þ ¼ ðbff; b’’ð� � ÞÞ, which requires one to deal with ’ 2 S��).

With the above considerations we have the following lemma.

LEMMA 3.22. Let � 2 R, 16 p61 and 1 < q <1. Then, there exists
‘ ¼ ‘ð�; p; qÞ> 0 so that, for every distribution f 2 S 0ðRnÞ with kfkBp;q

�
<1, we have

jhf; ’ij6C kfkBp;q
�
k’k

Bp 0 ;q 0
��q 0=q

6C 0 kfkBp;q
�
p‘ðb’’Þ; for all ’ 2 S�:ð3:23Þ

When q ¼ 1 or q ¼ 1, the same holds with k’k
Bp 0 ;q 0

��q 0=q
replaced by k’k

Bp 0 ;q 0
��

.

Proof. Remember that b  j ¼ b  jb  j for all j. Therefore, using Proposition 3.9
and Lemma 3.8 we have

jhf; ’ij6
X
j

jhf �  j; ’ �  jij6
X
j

kf �  jkpk’ �  jkp 0ð3:24Þ

6C kfkBp;q
�
k’k

Bp 0 ;q 0
��q 0=q

:

Finally, observe that k’k
Bp 0 ;q 0

��q 0=q
¼ k’k

Bp 0 ;q 0
�ð1�q 0Þ

, which, for ’ 2 S�, is bounded by a

Schwartz seminorm by Proposition 3.9. The modi2cations needed for the cases
q ¼ 1;1 are obvious. �

PROPOSITION 3.25. Let 16 p; q <1 and � 2 R. Then
(1) Bp;q

� is a Banach space;
(2) the space D� :¼ ff 2 SðRnÞ : Supp bff is compact in �g is dense in Bp;q

� ;
moreover, for every class f þ S 0

@� in Bp;q
� , the series

P
j f �  j converges to

(the class of ) f in the space Bp;q
� .

Proof. Suppose ffmgm is a Cauchy sequence of distributions in S 0
�
for the

Bp;q
� -seminorm. Then, from the previous lemma it follows that hfm; ’i converges

for every ’ 2 S�, and moreover, it de2nes a continuous (anti-linear) functional in
S�. We can extend it to S� % S�c by letting it be identically zero in the second
summand, and 2nally extend it to the whole Schwartz space SðRnÞ by the
Hahn--Banach theorem. This gives a tempered distribution f 2 S 0

�
which in

PLM 1476---13/8/2004---SHARON---98973

LITTLEWOOD--PALEY DECOMPOSITIONS 335



particular satis2es

f �  jðxÞ ¼ lim
m!1

fm �  jðxÞ; for all x 2 R
n and all j:

Therefore, by Fatou’s lemma

kfkBp;q
�
6 lim

m!1
kfmkBp;q

�
<1;

and in a similar fashion limm!1 kf � fmkBp;q
�

¼ 0. This shows that Bp;q
� is a

Banach space.
For the density, let f be a 2xed distribution in S 0

�
with kfkBp;q

�
<1. We shall

show that f is the Bp;q
� -limit of the partial sums of the series

P
j f �  j. Remark

that each 2nite sum belongs to LpðRnÞ, and therefore can be approached by a
Schwartz function with Fourier transform supported in a compact set of �,
justifying the density of D�. Now, it is easily seen that partial sums (for any
order) constitute a Cauchy sequence in Bp;q

� . Since Bp;q
� is a Banach space, they

converge to a distribution u 2 S 0
�
. It remains to show that u and f belong to the

same equivalence class in S 0
�
=S 0

@�, which is an immediate consequence of the fact
that f �  j ¼ u �  j. �

For the duality of the spaces Bp;q
� , recall the H€oolder type inequality in (3.23):

jðf; gÞj ¼ jhf; gij6C kfk
Bp 0 ;q 0

��q 0=q
kgkBp;q

�
; for g 2 D�;

valid for every f 2 S 0
�
with kfk

Bp 0 ;q 0
��q 0=q

<1. Observe that g 2 D� 7! ðf; gÞ is a linear

functional in D� which depends only on the equivalence class f þ S 0
@�. Thus, by

the above inequality and the density of D�, it de2nes a continuous linear
functional Rf in Bp;q

� . Further, if Rf ¼ 0, then ðf; gÞ ¼ 0, for all g 2 D�, and
necessarily f 2 S 0

@�. Thus, the correspondence

f þ S 0
�
2 Bp 0;q 0

��q 0=q �!Rf 2 ðBp;q
� Þ�ð3:26Þ

is well de2ned and injective.

PROPOSITION 3.27. Let � 2 R and 16 p; q <1. Then, the mapping in (3.26)
is an anti-linear isomorphism of Banach spaces.

Proof. By the previous comments it suNces to show that for every
R 2 ðBp;q

� Þ�, there exists a distribution f 2 S 0
�
such that

RðgÞ ¼ ðf; gÞ; for all g 2 D� and kfk
Bp 0 ;q 0

��q 0=q
6C kRk:ð3:28Þ

Now, since D� � S� ,!Bp;q
� , by the Hahn--Banach theorem we can extend R

continuously to SðRnÞ, and 2nd a tempered distribution f 2 S 0
�

such that
RðgÞ ¼ ðf; gÞ, for all g 2 D�.
We now claim that each f �  j, which a priori is only a smooth function with

polynomial growth, does belong to Lp 0 ðRnÞ, and moreover, the sequence of their

Lp 0
-norms belongs to the suitable space of sequences. Indeed, for every 2nite
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sequence gj 2 SðRnÞ with
P

j6ð�jÞ��kgjkqp6 1 we have����X
j

hf �  j; gji
���� ¼ ����R�X

j

gj �  j
�����

6 kRk
����X

j

gj �  j
����
Bp;q
�

6C kRk:

The constant C depends only on the number N in the 2nite intersection property,
the constant 4 related to the variation of the function 6 inside an invariant ball
of radius 2, and the L1-norm of the  j. Since the constant is independent of the
2nite set of indices, (3.28) follows. We do not give the details of the proof, since it
is completely analogous to that of Lemma 3.8. �

Let us remark that, for two classes of tempered distributions f þ S 0
@� in Bp;q

�

and gþ S 0
@� in Bp 0;q 0

��q 0=q, the duality pairing can also be expressed as

Rfðgþ S 0
@�Þ ¼

X
j

hf �  j; g �  ji;ð3:29Þ

where the series converges absolutely by (3.23). This representation is sometimes
convenient, and of course, independent on the choice of f j;  jg.

3.3. The � operator and Besov multipliers

Next we describe some analytic properties of the spaces Bp;q
� . The 2rst one

concerns the role of the generalized wave operator � (introduced in (1.2)) as a
natural isomorphism between these spaces. Below we shall be interested in
fractional and negative powers of �, which can be de2ned by the rule

�
:f ¼ F �1ð6: bff Þ;ð3:30Þ

at least for distributions f 2 S 0ð�Þ so that Supp bff is compact in �. Our next
result is a more general version than (2) in Theorem 1.4.

PROPOSITION 3.31. Let �; : 2 R and 16 p; q <1. Then there is a constant
C > 0 such that, for every distribution f 2 S 0ðRnÞ with Supp bff compact in �,

C�1 kfkBp;q
�
6 k�:fkBp;q

�þ:q
6CkfkBp;q

�
:ð3:32Þ

In particular, �
: extends to an isomorphism e��::Bp;q

� ! Bp;q
�þ:q.

Proof. Indeed, given f 2 S 0ðRnÞ with Supp bff compact in � we have

k�:fkq
Bp;q
�þ:q

¼
X
j

6ð�jÞ�ð�þ:qÞ kF �1ðbff b  j6:Þkqp

6

X
j

6ð�jÞ�ð�þ:qÞkf �  jkqp kF �1ðb  j6:Þkq1:

Using 6ðg�Þ ¼ 6ðgeÞ6ð�Þ, for g 2 G, we have

kF �1ðb  j6:Þk1 ¼ 6:ð�jÞ kF �1ðb  6:Þk1 ¼ c:6
:ð�jÞ;

from which (3.32) follows easily. To extend �
: to the space Bp;q

� one proceeds by
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density. More precisely, given any f 2 S 0
�
with kfkBp;q

�
<1, we denote by e��:f a

representative from the equivalence class of
P

j �
:ðf �  jÞ, which by (3.32) (and

Proposition 3.25) is a Cauchy series in the Bp;q
�þ:q-seminorm. Observe thate��:S 0

@� ¼ 0 (or its equivalence class), while by uniqueness of the extension, e��: does
not depend on the Littlewood--Paley functions f jg. �

A further step in the previous idea leads to a functional calculus in Bp;q
�

based on the operator �. Let m 2 C1ð0;1Þ be a Mihlin-type multiplier in one
dimension. That is, there is a constant C ¼ CðmÞ so that

sup
�>0

j�jk jmðkÞð�Þj6C; for all k ¼ 0; 1; . . . :ð3:33Þ

Then, it makes sense to de2ne the operator mð�Þ by

mð�ÞðfÞ ¼ F �1ðmð6Þbff Þ;
at least for f 2 S 0ðRnÞ with Supp bff compact in �. Observe that a typical example
is given by the imaginary powers mð�Þ ¼ �i4 for 4 2 R. Then we have the
following result.

PROPOSITION 3.34. Let � 2 R, 16 p; q <1 and m 2 C1ð0;1Þ satisfying
(3.33). Then, there is a constant C ¼ CðmÞ such that

kmð�ÞðfÞkBp;q
�
6Cm kfkBp;q

�
; for f 2 D�:

In particular, mð�Þ extends to a bounded operator in Bp;q
� .

Proof. For the proof it suNces to estimate

kmð�ÞðfÞ �  jkp6 kf �  jkp kF �1ðmð6Þb  jÞk1; for f 2 D�:ð3:35Þ
Now,

kF �1ðmð6Þb  jÞk1 ¼ kF �1ðmð6ð�jÞ6Þb  Þk1ð3:36Þ
6Cp‘ðmð6ð�jÞ6Þb  Þ
6C 0 sup

�2Bðe;4Þ

X‘
s¼0

6ð�jÞs jmðsÞð6ð�jÞ6ð�ÞÞj 6C 00:

Thus, raising (3.35) to the qth power and summing we easily complete
the proof. �

Remark 3.37. 1. The previous proposition also holds under the milder
hypothesis m 2 Cnþ1ð0;1Þ and (3.33) for k ¼ 0; 1; . . . ; nþ 1. This follows from
the fact that the key inequality (3.36) is actually valid with ‘ ¼ nþ 1.
2. A similar result can be proved with higher-dimensional multipliers. More

precisely, given m 2 C1ðð0;1ÞrÞ satisfying

sup
�2ð0;1Þr

���� �$11 . . . �$rr
@$m

@�$11 . . . @�$rr
ð�Þ

����6C$; for all $ ¼ ð$1; . . . ; $rÞ> 0;

we can de2ne the operator

Tmf ¼ F �1ðmð61; . . . ;6rÞbff Þ if f 2 D�:

Then, an analogous proof gives kTmfkBp;q
�
6CkfkBp;q

�
.
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3. In the previous examples m is a Fourier multiplier belonging to Mp for all
1 < p <1. More general examples of multipliers for Bp;q

� can be constructed as
follows. Let fmjgj be a uniformly bounded family of multipliers in MpðRnÞ with
Suppmj contained in a 2xed compact set of �. Let mð�Þ ¼

P
j mjðg�1j �Þ and

Tmf ¼ F �1ðmbff Þ. Then kTmfkBp;q
�
6CkfkBp;q

�
. In particular, we may take

mj ¼ "j b  , where "j ¼ &1, and conclude that m" ¼
P

j "j j is a multiplier for
Bp;q
� . Observe however, that if we let "j ¼ 1, the function m" ¼  � =2MpðRnÞ for

any p 6¼ 2.

3.4. Fourier --Laplace extensions

It is well known that to every distribution supported in a closed cone � we can
associate an analytic function in the tube domain T� via the Fourier --Laplace
integral. More precisely, this is given by

LgðzÞ ¼ ðg; eiðzj�ÞÞ ¼
ð
�
eiðzj�Þ gð�Þ d�; for z 2 T�;

which makes sense for compactly supported distributions g in �, and can also be
given a meaning for all g 2 S 0ðRnÞ with Supp g � � (see [11, Chapter VII]).
In this section we wish to describe the analytic functions associated with

(classes of) distributions in our Besov spaces Bp;q
� . To avoid dealing with

equivalence classes, it is convenient to restrict the indices �, p and q so that Bp;q
�

can be embedded in the usual space of tempered distributions.

LEMMA 3.38. Let � > 0, 16 p <1 and 16 q < eqq�; p. Then, for every f 2 S 0
�

with kfkBp;q
�
<1, the series

P
j f �  j converges in the space S 0ðRnÞ. Moreover,

the correspondence

Bp;q
� �! S 0ðRnÞ;

f þ S 0
@� 7�! f] ¼

X
j

f �  j

is continuous, injective, and does not depend on the Littlewood --Paley functions f jg.

Proof. The proof of the convergence of the series is completely analogous
to that of Lemma 3.22. In fact, using the H€oolder-type inequality in (3.23) we
can write X

j

jhf �  j; ’ij6CkfkBp;q
�
k’k

Bp 0 ;q 0
��q 0=q

; for ’ 2 SðRnÞ:ð3:39Þ

Now, from q < eqq�; p and Proposition 3.16 we obtain

k’k
Bp 0 ;q 0

��q 0=q
6Cp‘ðb’’Þ <1; for all ’ 2 SðRÞ:ð3:40Þ

Using the previous two formulas and the density of D� we are able to verify the
last statement of the lemma. �

Remark 3.41. From now on, whenever we restrict to the indices � > 0,
16 p <1 and 16 q < eqq�;p as in the previous lemma, we shall identify Bp;q

� with
the corresponding space ðBp;q

� Þ] of tempered distributions. Observe that all these
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distributions have 2nite order, are supported in � and satisfy the Littlewood--
Paley decomposition f ¼

P
j f �  j.

For the purposes of this paper, we shall prefer to speak of Fourier --Laplace
extensions for distributions f with spectrum in �. That is, we de2ne

EfðzÞ ¼ LbffðzÞ ¼ ðbff; eiðzj�ÞÞ ¼ ð
�
eiðzj�Þ bffð�Þ d�; for z 2 T�;

which we shall call the Fourier --Laplace extension of f , and which de2nes a
holomorphic function in the tube domain T�. For distributions f 2 Bp;q

� this takes
the form

eEEfðzÞ ¼ E
�X

j

f �  j
�
ðzÞ ¼

X
j

Lðbff b  jÞðzÞ; for z 2 T�;ð3:42Þ

where as we shall see below, the last series converges uniformly in compact sets
of T�. We stick to the notation eEEf to recall that we are choosing the special
representative f] ¼

P
j f �  j from the equivalence class f þ S 0

@�. Observe that in
general eEEðS 0

@�Þ ¼ 0, while EðS 0
@�Þ is not zero. The main result about Fourier --

Laplace extensions is the following proposition.

PROPOSITION 3.43. Let � > 0, 16 p <1 and 16 q < eqq�; p. Then for every
distribution f ¼

P
j f �  j 2 Bp;q

� the series in (3.42) converges uniformly on
compact sets to a holomorphic function in T�, and moreover

jeEEfðxþ iyÞj6C6ðyÞ�ðn=rÞð1=pÞ��=q kfkBp;q
�
; for xþ iy 2 T�:ð3:44Þ

In addition, for each y 2 �, the distributions eEEfð� þ iyÞ satisfyeEEðfÞð� þ iyÞ ¼
X
j

eEEðfÞð� þ iyÞ �  j; in S 0ðRnÞ;

and

keEEfð� þ iyÞkBp;q
�
6C kfkBp;q

�
; lim

y!0
y2�

keEEfð� þ iyÞ � fkBp;q
�

¼ 0:ð3:45Þ

Proof. In the 2rst part we shall only prove the pointwise convergence and
(3.44). The proof can easily be adapted to obtain uniform convergence on compact
sets. Since Bp;q

� is invariant under the action of G as well as under translations in
the x variable, we can reduce to the case y ¼ ie and x ¼ 0, using (3.20) to prove
(3.44) in the general case. Now, by de2nition of E and following the same steps as
in (3.23), we can writeX

j

jEðf �  jÞðieÞj ¼
X
j

jhf �  j;F �1ðb  jeð�ej�ÞÞij

6C kfkBp;q
�
kF �1ð �eð�ej�ÞÞk

Bp 0 ;q 0
��q 0=q

:

So, it suNces to compute the norm of

h ¼ F �1ð �e�ðej�ÞÞ ¼ Q�ðn=rÞ6�n=rðð� þ ieÞ=iÞ:
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Now, proceeding as in (3.13) with the function h we obtain the estimate

jh �  jðxÞj6C6n=rð�jÞ
ð1þ j�jjÞ2n

ð1þ jgjxj2Þn
e�ðej�jÞ=4ð3:46Þ

6C 06n=rð�jÞ
e�ðej�jÞ=24

ð1þ jgjxj2Þn
:

Taking Lp 0
-norms and summing, we are led to

khk
Bp 0 ;q 0

��q 0=q
6C

� ð
�
6ð�Þ�q

0=qþðn=rÞðq 0=pÞ e�cðej�Þ
d�

6ð�Þn=r

�1=q 0
:

By Lemma 2.16 this integral is 2nite provided q < eqq�; p.
For the second part, 2x y 2 � and j, and use the Dominated Convergence

Theorem with
P

k jEðf �  kÞðxþ iyÞj6Cy (from the 2rst part) to write

ðeEEðfÞð� þ iyÞ �  jÞðxÞ ¼
X
k

ðEðf �  kÞð� þ iyÞ �  jÞðxÞ

¼
X
k

ð
�

bffð�Þb  kð�Þe�ðyj�Þ b  jð�Þeiðxj�Þ d�
¼

ð
�
eiðxþiyj�Þ bffð�Þb  jð�Þ d� ¼ Eðf �  jÞðxþ iyÞ:

Summing in j and using the previous step again we see thateEEðfÞðxþ iyÞ ¼
X
j

ðeEEðfÞð� þ iyÞ �  jÞðxÞ;

converging uniformly and absolutely in x, and hence also in S 0ðRnÞ.
Let us 2nally prove the statements in (3.45). First of all,

keEEfð� þ iyÞkq
Bp;q
�

¼
X
j

6��ð�jÞ kF �1ðbff b  je�ðyj�ÞÞkqp

6

X
j

6��ð�jÞ kf �  jkqp kF �1ðb  je�ðyj�ÞÞkq16C kfkq
Bp;q
�
;

where in the last step we have estimated the L1-norm by a Schwartz seminorm

kF �1ðb  je�ðyj�ÞÞk1 ¼ kF �1ðb  e�ðgjyj�ÞÞk1ð3:47Þ
6Cp‘ðb  e�ðgjyj�ÞÞ
6C 0ð1þ jgjyjÞ‘ e�ðgjyjeÞ=4

6C 00; for all j and all y 2 �:

Finally, for the convergence, use the density to write f ¼ gþ h, with g 2 D� and
h with a small Bp;q

� -norm. It is well known that EgðzÞ is smooth up to the
boundary with convergence of Egð� þ iyÞ to g in the SðRnÞ-topology (and by
Proposition 3.16 also in the Bp;q

� -topology). The convergence for f then follows
from a standard 1

3 " argument. �

Remark 3.48. Let us 2nally remark that the index eqq�; p in the previous
proposition is optimal. Indeed, from the duality theorem, the continuity of the
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linear form f 7! eEEfðieÞ will imply that F �1ð �e�ðej�ÞÞ belongs to Bp 0;q 0

��q 0=q. This

continues to be the case after convolution with F �1ðeðej�Þb’’Þ, for any b’’ 2 C1
c ðRnÞ

identically 1 in a neighborhood of 0. Thus, it follows from Proposition 3.16 that
we must have q < eqq�; p.

4. Bergman spaces and projectors

In this section we shall show Theorems 1.7 and 1.8, as well as the boundedness
of the Bergman projector announced in the introduction. Heuristically, the
correspondence between holomorphic functions F in the Bergman space Ap;q

� and
distributions f in Bp;q

� is given by the Fourier --Laplace formula

F ðzÞ ¼ EfðzÞ ¼ LbffðzÞ ¼ ð
�
ei ðzj�Þ bffð�Þ d�; for z 2 T�:

The distribution f plays the role of a Shilov boundary value for the holomorphic
function F . The main result in this section is the equivalence of norms
kFkAp;q

�
� kfkBp;q

�
, which follows from a suitable discretization of the integral

above using the Whitney decomposition in x 2. Several technical estimates will
appear in this process, involving gamma integrals in � and Littlewood--Paley
inequalities as in (1.12), forcing us at some point to assume further restrictions in
the indices �; p and q. The sharp range of parameters for the equivalence of these
two norms is still an open question, which depends on the conjecture associated
with (1.12) (see x 5 for a further discussion on these matters).
For the proof of the theorems we shall need three preliminary results. Recall

that a holomorphic function F 2 HðT�Þ belongs to the Hardy space H 2ðT�Þ when
kFkH 2 ¼ sup

y2�
kF ð� þ iyÞkL2ðRnÞ <1:

The 2rst result is known as the Paley --Wiener Theorem for Hardy spaces (see
Chapter III of [15]).

PROPOSITION 4.1. A function F 2 H 2ðT�Þ if and only if F ¼ Lbff for some
f 2 L2ðRnÞ with Supp bff � �. In this case, kFkH 2 ¼ kfkL2ðRnÞ.

Next we need a density result that is a simple modi2cation of the one presented
in [4] (see also [10]).

PROPOSITION 4.2. Let � > n=r� 1 and 16 p; q <1. Then, the norms of
the spaces Ap;q

� are complete. Moreover, the intersection H 2ðT�Þ \ Ap;q
� is dense

in Ap;q
� .

Finally we establish an elementary discretization of Ap;q
� -norms.

PROPOSITION 4.3. Let � > n=r� 1 and 16 p; q <1. Then, for every lattice
fyjg in � there exists c > 0 such that

1

c
kFkAp;q

�
6

�X
j

6�ðyjÞkF ð� þ iyjÞkqp
�1=q

ð4:4Þ

6 c kFkAp;q
�
; for all F 2 Ap;q

� ðT�Þ:
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Proof. The proof relies on the mean value property, via the following
lemma. �

LEMMA 4.5. Let 16 p; q <1. Then, for every F 2 HðT�Þ and y0 2 � we have

kF ð� þ iy0Þkp6C

�ð
Bðy0;1Þ

kF ð� þ iyÞkqp
dy

6n=rðyÞ

�1=q
;ð4:6Þ

where the constant depends only on p and q.

Proof of Lemma 4.5. By homogeneity, we may assume y0 ¼ e. Let us consider
2rst the case p6 q. Then, by the mean value property for subharmonic functions,

jF ðxþ ieÞjp6 c

ð
Bðe;1Þ

ð
jx 0 j6 1

jF ðxþ x 0 þ iyÞjp dx 0 dy:

Thus, integrating in x and using H€oolder’s inequality we obtain

kF ð� þ ieÞkpp6 c

ð
Bðe;1Þ

kF ð� þ iyÞkpp dy6 c

�ð
Bðe;1Þ

kF ð� þ iyÞkqp dy
�p=q

:

Suppose instead that q6 p. Then, the mean value property gives

jF ðxþ ieÞjp6 c

�ð
Bðe;1Þ

ð
jx 0j6 1

jF ðxþ x 0 þ iyÞjq dx 0 dy

�p=q

:

A new integration in x and Minkowski’s inequality give the same result. �

Continuing with the proposition, we assume for simplicity that fyjg is a
ð12 ; 2Þ-lattice, that is, fB1ðyjÞgj covers � with the 2nite intersection property. The
right-hand side of (4.4) follows from a discretization of the integral on � de2ning
kFkq

Ap;q
�

as in Proposition 2.13. We then use the previous lemma to conclude the
required result. For the left-hand side we just need a kind of converse for (4.6),
where as before we can assume y0 ¼ e. But this follows from the fact that,
when F 2 Ap;q

� , the function y! kF ð� þ iyÞkp is monotonic in � (see, for example,
[4, 10]), and therefore�ð

Bðe;1Þ
kF ð� þ iyÞkqp

dy

6n=rðyÞ

�1=q
6CkF ð� þ iceÞkp;

for some constant c ¼ cð�Þ > 0. This establishes the proposition. . . . . . . . . . A

4.1. The proof of Theorem 1.7

We wish to show that every F 2 Ap;q
� can be written as F ¼ eEEf for some

distribution f 2 Bp;q
� . Suppose 2rst that F belongs to the dense set H 2ðT�Þ \ Ap;q

� ,
so that, by Proposition 4.1, F ¼ Lbff for some function f 2 L2ðRnÞ with
Supp bff � �. We shall show the inequality kfkBp;q

�
6C kFkAp;q

�
. Observe that,

since f ¼
P

j f �  j in L2 (and hence in S 0ðRnÞ), it will follow from this and the

de2nition of eEE that eEEf ¼ Lbff .
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To prove the inequality of norms, let us 2rst choose yj ¼ ��1j the dual lattice of
f�jg. Then, Young’s inequality gives

kf �  jkp ¼ kF �1ðbffð�Þe�ðyjj�Þb  jð�Þeðyjj�ÞÞkp
6 kF �1ðbffe�ðyjj�ÞÞkp kF �1ðb  jeðyjj�ÞÞk1:

Since ��1j ¼ g�1j e and gj is self-adjoint, we observe that the last factor is
actually constant,

kF �1ðb  jeðyjj�ÞÞk1 ¼ kF �1ðb  eðej�ÞÞk1 ¼ c1 <1:

This leads to the estimate

kfkq
Bp;q
�
6 c

X
j

6��ð�jÞ kf �  jkqpð4:7Þ

6 c 0
X
j

6�ðyjÞ kF �1ðbffe�ðyjj�ÞÞkqp

¼ c 0
X
j

6�ðyjÞ kF ð� þ iyjÞkqp 6 c 00kFkq
Ap;q
�
;

where in the last inequality we have used Proposition 4.3.
For general F 2 Ap;q

� one proceeds by density. Approximating with fFmg in
H 2ðT�Þ \ Ap;q

� , we obtain a corresponding sequence of functions fm 2 L2ðRnÞ,
which by (4.7) is a Cauchy sequence in Bp;q

� . Then, by completeness of this space
and Lemma 3.38, fm converges (in Bp;q

� and in S 0) to a distribution f 2 Bp;q
�

such that f ¼
P

j f �  j. Moreover, kfkBp;q
�
6C kFkAp;q

�
. It remains to prove that

F ¼ eEEðfÞ, for which we can use the continuity of the pointwise evaluation

functional f 7! eEEfðzÞ in (3.44). Indeed, for each z 2 T� we have

eEEfðzÞ ¼ lim
m!1

eEEfmðzÞ ¼ lim
m!1

LbffmðzÞ ¼ lim
m!1

FmðzÞ ¼ F ðzÞ:

Finally, the convergence

lim
y!0
y2�

F ð� þ iyÞ ¼ f; in Bp;q
� and S 0ðRnÞ;

is just a consequence of Proposition 3.43 and Lemma 3.38. This completes the

proof of the theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A

4.2. The proof of Theorem 1.8

We start with a preliminary result which gives the trivial range of indices for
which an inequality similar to (1.12) in the introduction holds.

LEMMA 4.8. Let 16 p <1 and let 16 s6 p] ¼ minfp; p 0g. Then there exists
a constant C such that, for every sequence of functions fj 2 LpðRnÞ satisfying
Supp bffj � B2ð�jÞ, we have the inequality����X

j

fj

����
p

6C

�X
j

kfjksp
�1=s

:ð4:9Þ

PLM 1476---13/8/2004---SHARON---98973

D. B�EEKOLL�EE, A. BONAMI, G. GARRIG �OOS AND F. RICCI344



Proof. It is suNcient to prove the stronger inequality����X
j

fj �  j
����
p

6

�X
j

kfjksp
�1=s

;

valid for all sequences of functions in Lp. The  j are chosen as in x 3.1 with their L1-
norm uniformly bounded, and their Fourier transform supported in B4ð�jÞ and
identically 1 on the ball B2ð�jÞ. For this last inequality, the proof is immediate when
s ¼ 1 by Minkowski’s inequality, as well as for s ¼ p ¼ 2 by the 2nite intersection
property of the balls. We interpolate between these two cases to conclude. �

Remark 4.10. Our proof for Theorem 1.8 depends directly on (4.9), in which
unfortunately the best exponent s for each 2xed p seems not to be known (ideally,
s ¼ 2 would be the best possible). Having in mind future improvements, we
restate our theorem below with a more general version of the previous inequality.
We shall 2nd later some equivalent expressions closer to (1.12), and discuss in x 5
the validity of such inequalities for light-cones.

THEOREM 4.11. Let � > n=r� 1 and 16 p; s <1. Assume that there exist
numbers D; 3> 0 and a constant C ¼ CðD; 3Þ > 0 such that����X

j

fj

����
p

6C

� X
j

6�Dð�jÞe3ð�jjeÞkfjksp
�1=s

ð4:12Þ

holds for every �nite sequence ffjg � LpðRnÞ with Supp bffj � B2ð�jÞ. Then, for
every index

q < min

�
s
q�
qD
; s

� � ðn=r� 1Þ
D

; eqq�; p�;ð4:13Þ

and for every distribution f with kfkBp;q
�
<1, the function F ¼ Eð

P
j f �  jÞ

belongs to Ap;q
� , and moreover,

kFkAp;q
�

. kfkBp;q
�
:

Observe that Theorem 1.8 follows from Lemma 4.8, which establishes the
validity of (4.12) for D ¼ 3 ¼ 0 and s ¼ p] ¼ minfp; p 0g. In this case qD ¼ 1,
and the condition on q simpli2es to q < minfsq�; eqq�; pg ¼ p]q�, as stated in
Theorem 1.8.
Turning to the proof of Theorem 4.11, we need to show that, for every f 2 D�,

the function F ðzÞ :¼ LbffðzÞ belongs to Ap;q
� ðT�Þ with kFkAp;q

�
6C kfkBp;q

�
. This will

be enough to conclude, since in the general case one can proceed by density. We
shall use the following consequence of (4.12), which as we shall see later is actually
equivalent to it.

LEMMA 4.14. Let 16 p; s <1, and assume that (4.12) holds for some D; 3> 0.
Then, for every f 2 D� and y 2 �, the function F ð� þ iyÞ ¼ F �1ðbffe�ðyj�ÞÞ belongs
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to LpðRnÞ. Moreover,

kF ð� þ iyÞkp .6�D=sðyÞkfkBp;s
D

ð4:15Þ

with constants independent of f or y 2 �.

Proof. By homogeneity (see Lemma 3.8), it is suNcient to prove (4.15) when

y ¼ 2e, for some 2xed 2 > 0 to be chosen below. Let us denote bgg ¼ bffe�2ðej�Þ, so
that g ¼

P
j g �  j 2 D�. Applying (4.12) to g we obtain

kgkp ¼kF ð� þ i2eÞkp

.

� X
j

6�Dð�jÞe3ð�jjeÞkF �1ðbff b  je�2ðej�ÞÞksp; �1=s

.

� X
j

6�Dð�jÞe3ð�jjeÞkf �  jksp kF �1ðe�2ðej�Þb  jÞks1�1=s

:

Now, kF �1ðe�2ðej�Þb  jÞk1 is bounded by a constant times e�4 2ð�jjeÞ (by (3.47)), and
thus we only have to choose 2 larger than 3=4. �

We now conclude the proof of our theorem. Given f 2 D�, and F ðzÞ :¼ LbffðzÞ,
the previous lemma applied to F �1ðbffe�ðyjeÞÞ gives us

kF ð� þ i2yÞkp . 6�D=sðyÞ
� X

j

6�Dð�jÞ kF �1ðbff b  je�ðyj�ÞÞksp
�1=s

. 6�D=sðyÞ
� X

j

6�Dð�jÞ e�4ðyj�jÞ kf �  jksp
�1=s

;

where once again we have used (3.47). Thus,

I :¼
ð
�
kF ð� þ iyÞkqp6��n=rðyÞ dy

.

ð
�
6�Dq=sðyÞ

�X
j

6�Dð�jÞe�4ðyj�jÞkf �  jksp
�q=s

6��n=rðyÞ dy:

When q6 s we directly conclude that

I .
X
j

6�Dq=sð�jÞkf �  jkqp
ð
�
6�Dq=sðyÞ e�4

0ðyj�jÞ6��n=rðyÞ dy;

where the gamma integral equals a multiple of 6ð�jÞDq=s��, whenever
� � Dq=s > n=r� 1. This leads to one of the conditions stated in (4.13).
Suppose now that q > s. Then we multiply and divide the summands by

6tð�jÞ, for some multi-index t ¼ ðt1; . . . ; trÞ 2 R
r to be chosen below. After
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applying H€oolder’s inequality, we obtain

I .

ð
�
6�Dq=sðyÞ

� X
j

6�Dq=sð�jÞe�4ðyj�jÞkf �  jkqp6�tq=sð�jÞ
�

�
� X

j

6tðq=sÞ 0 ð�jÞe�4ðyj�jÞ
�ðq=sÞ=ðq=sÞ 0

6ðyÞ��n=r dy:

According to Proposition 2.13, the last bracket can be transformed into a gamma
integral, which in order to be 2nite requires the following condition in the indices:

tjðq=sÞ 0 > ðj� 1Þn=r� 1

r� 1
; for all j ¼ 1; . . . ; r:

Thus, replacing the expression inside the brackets by a multiple of 6�
�t�ðq=sÞ 0 ðyÞ,

we have

I .
X
j

6�Dq=sð�jÞ kf �  jkqp6�tq=sð�jÞ

�
ð
�
6�

�ðt�þDÞq=sðyÞe�4ðyj�jÞ6ðyÞ��n=r dy:

Computing the gamma integral again, we obtain a 2nite multiple of 6ðtþDÞq=s��ð�jÞ
if we impose the following condition in the indices:

� q

s
ðtr�ðj�1Þ þ DÞ þ � > ðj� 1Þn=r� 1

r� 1
; for all j ¼ 1; . . . ; r:

Therefore, we will conclude with I . kfkq
Bp;q
�

if we can choose real numbers tj
so that

1

ðq=sÞ 0
j� 1

r� 1

�
n

r
� 1

�
< tj <

1

q=s

�
� � r� j

r� 1

�
n

r
� 1

��
� D; for j ¼ 1; . . . ; r:

Using the fact that

1

ðq=sÞ 0 ¼ 1� 1

q=s
;

we see that this is only possible when

j� 1

r� 1

�
n

r
� 1

�
þ D <

1

q=s

�
� �

�
n

r
� 1

�
þ 2

j� 1

r� 1

�
n

r
� 1

��
; for j ¼ 1; . . . ; r:

Solving for q=s, this forces us to have

q

s
< min

16 j6 r

� � ðn=r� 1Þ þ 2 ððj� 1Þ=ðr� 1ÞÞðn=r� 1Þ
Dþ ððj� 1Þ=ðr� 1ÞÞðn=r� 1Þ

¼
q�=qD if � > 2Dþ n=r� 1,

� � ðn=r� 1Þ
D

if �6 2Dþ n=r� 1:

8<:
This is precisely the range of � and q assumed in (4.13) so the theorem is
completely proved.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A

To conclude this section we state some equivalent but simpler expressions of the
suNcient condition (4.12) above.
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PROPOSITION 4.16. Let 16 p; s <1 and D > 0. Then the following
properties are equivalent.
1. There exist 3 > 0 and a constant C3 > 0 such that����X

j

fj

����
p

6C3

� X
j

6�Dð�jÞ e3ð�jjeÞ kfjksp
�1=s

;ð4:17Þ

for every �nite sequence ffjg in LpðRnÞ satisfying Supp bffj � B2ð�jÞ.
2. There exists a constant C > 0 such that����X

j

fj

����
p

6C

� X
j

6�Dð�jÞkfjksp
�1=s

;ð4:18Þ

for every �nite sequence ffjg in LpðRnÞ satisfying Supp bffj � B2ð�jÞ \H0, where
H0 is the band in between two hyperplanes H0 ¼ f 1

2 < ðej�Þ < 2g.
3. There exists a constant C > 0 such that

kF �1ðbffe�ðyj�ÞÞkp6C6�D=sðyÞ kfkBp;s
D
; for all f 2 D� and all y 2 �:ð4:19Þ

Proof. We have already proved in Lemma 4.14 that (4.17) implies (4.19). To
prove that (4.19) implies (4.18), take a corresponding sequence ffjg as in (4.18).

De2ne the functions bggj ¼ eðej�Þ bffj, and apply the inequality (4.19) for y ¼ e to the
function g ¼

P
j gj 2 D�. Then,����X

j

fj

����
p

¼ kF �1ðbgge�ðej�ÞÞkp6C

� X
k

6�Dð�kÞ kF �1ðbgg b  kÞksp �1=s:
Using the 2nite intersection property, and the fact that the Lp-norms of fj and gj
are comparable, we easily obtain the right-hand side of (4.18).
It remains to prove that (4.18) implies (4.17). To do this, we are going to slice

the cone with hyperplanes, and then apply a scaled version of (4.18) to the
restrictions of

P
j fj to the bands

Hk ¼ f2k�1 < ð�jeÞ < 2kþ1g; where k 2 Z:

To make this argument precise, we select a sequence of smooth 1-variable
functions fEkg so that Supp Ek � ð2k�1; 2kþ1Þ and

P
k2Z Ek � 1 in ð0;1Þ. We letbffj;kð�Þ ¼ Ekðð�jeÞÞbffjð�Þ, so that

Supp bffj;k � B2ð�jÞ \Hk and kfj;kkp6C kfjkp:ð4:20Þ

By Minkowski’s inequality we can write

I ¼
����X

j

fj

����
p

6

X
k2Z

����X
j2Jk

fj;k

����
p

¼:
X
k2Z

kFkkp;

where the sets of indices Jk are de2ned so that B2ð�jÞ \Hk 6¼ ;. In order to
estimate the norm of Fk, we must 2rst perform a dilation by 3 ¼ 2�k so that,
replacing Fk with F

ð3Þ
k ¼ 3n=p Fkð3 �Þ, we do not change the Lp-norms and the
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Fourier transform is now supported in H0. Thus, we are able to apply (4.18):

kFkkp ¼
����X

‘

F
ð3Þ
k �  ‘

����
p

6C

� X
‘

6�Dð�‘Þ kF
ð3Þ
k �  ‘ksp

�1=s
:

Now, observe that each f
ð3Þ
j;k has Fourier transform supported in B2ð3�jÞ, and f3�jg

is still a ð 12 ; 2Þ-lattice in the cone. Thus, by the 2nite intersection property, the set
of indices j for which B2ð3�jÞ intersects a 2xed set B2ð�‘Þ has at most N ¼ Nð�Þ
elements, independently of ‘ and 3. Thus,

kFkksp .

X
‘

6�Dð�‘Þ
X
j

kf ð3Þj;k �  ‘ksp:

Now, changing the order of sums, restricting ‘ to the bounded set of indices

eJJj ¼ f‘ : B2ð�‘Þ \B2ð3�jÞ 6¼ ;g;

and using the fact that 6ð�‘Þ � 6ð3�jÞ for such indices, we obtain

kFkksp .
X
j

6�Dð3�jÞ
X
‘2eJj

kf ð3Þj;k k
s
pk ‘ks1

. 3�Dr
X
j

6�Dð�jÞkfj;kksp . 2kDr
X
j2Jk

6�Dð�jÞkfjksp;

where in the last step we have also used (4.20). Thus, raising to the power 1=s
and summing in k, we have shown that

I .
X
k2Z

� X
j2Jk

6�Dð�jÞkfjksp
�1=s

2kDr=s:

Multiplying and dividing by e2
k

, and applying H€oolder’s inequality we obtain

I .

� X
k2Z

X
j2Jk

6�Dð�jÞ es2
k

kfjksp
�1=s � X

k2Z
2kDrs

0=s e�s
02k

�1=s 0
:

The last term is a 2nite constant when D > 0, while in the 2rst factor we can
replace es2

k

by e2ð�jjeÞ, for a suNciently large 2. To conclude it remains only to
show that, for each 2xed j, the set of all k 2 Z such that Hk intersects B2ð�jÞ
contains at most N ¼ Nð�Þ elements. To see this observe, from Lemma 2.9, that
each such k must satisfy

2k�1=4 < ð�jjeÞ < 42kþ1;

or equivalently ð1=24Þ ð�jjeÞ < 2k < 24ð�jjeÞ. Taking logarithms we see that this is
only possible for a constant number of such values of k. The proof of Proposition
4.16 is then complete. �

4.3. Boundedness of Bergman projectors in Lp;q
�

In this section we shall prove the equivalence between the identi2cation of Ap;q
�

and Bp;q
� and the boundedness of the Bergman projector P� in Lp;q

� .
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Recall that the Bergman projector P� is de2ned for functions F 2 L2
�ðT�Þ as

P�F ðxþ iyÞ ¼
ð
Rn

ð
�
B�ðx� uþ iðyþ vÞÞF ðuþ ivÞ6ðvÞ��n=r dv du;ð4:21Þ

with the Bergman kernel given by

B�ðz� wÞ ¼ dð�Þ6�ð�þn=rÞððz� wÞ=iÞð4:22Þ

¼ c�

ð
�
eiðz�wj�Þ6ð�Þ� d�; for z; w 2 T�;

for some positive constants c� and dð�Þ (see, for example, Chapter XIII of [8]). It
is clear that P�F ðzÞ de2nes a holomorphic function in T� whenever the integral in
(4.21) converges absolutely. The following lemma shows that this is the case
exactly when F 2 Lp;q

� and q < eqq�; p. This elementary fact also gives us a trivial
range of unboundedness for P� (see [5]).

LEMMA 4.23. Let � > n=r� 1 and 16 p <1. Then

B�ðzþ ieÞ 2 Lp 0;q 0

� ðT�Þ () q < eqq�; p :¼ � þ n=r� 1

ððn=rÞð1=p 0Þ � 1Þþ
:ð4:24Þ

Moreover, if q6 eqq 0�; p or q> eqq�; p then P� does not admit bounded extensions
into Lp;q

� .

Proof. The 2rst statement is an elementary application of Lemma 2.18 to the
formula in (4.22). For the second statement test with F ðzÞ ¼ 6��þn=rð=zÞ QðieÞðzÞ,
where QðieÞ is a closed polydisk in T� centered at ie. Then

P�F ðzÞ ¼ cn B�ðzþ ieÞ; for z 2 T�;

by the mean value property for (anti)-holomorphic functions. Therefore, if
q> eqq�; p, then P� cannot be bounded into Lp 0;q 0

� , and by self-adjointness not into
Lp;q
� either. �

We pass now to the study of boundedness of P� in Lp;q
� when eqq 0�; p < q < eqq�; p.

This is a diNcult open question for which only partial results are known (see [4]
for the light-cone, and [2] for the simpler case L2;q

� ). We prove here the following
equivalence between this problem and the kind of estimates for Fourier --Laplace
integrals that we have considered before.

THEOREM 4.25. Let � > n=r� 1 and 26 q < eqq�;p. Then, the Bergman
projector P� is bounded in Lp;q

� if and only if there exists a constant C such that

kLbffkLp;q
�
6CkfkBp;q

�
; for f 2 D�:ð4:26Þ

Proof of the necessity condition. Let 26 q < eqq�; p and assume that the

projector P� is bounded in Lp;q
� . We want to compute kLbff kLp;q

�
for f 2 D�. It is

suNcient to test it on functions in Lp 0;q 0
� \ L2

� . Moreover, since Lbff 2 Ap;q
� and the

projection is self-adjoint (and hence, bounded in Lp 0;q 0
� ), we can also test it on

functions which are in Ap 0;q 0
� \A2

� . Such functions may be written as eEEg ¼ Lbgg,
with g ¼

P
j g �  j 2 Bp 0;q 0

� , and we know from Theorem 1.8 that, for this range of
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exponents, the norm of Lbgg in Ap 0;q 0
� is equivalent to the norm of g in Bp 0;q 0

� . So it is
suNcient to prove that����ð

Rn

ð
�
Lbffðxþ iyÞLbggðxþ iyÞ6ðyÞ��n=rdy dx

����6CkfkBp;q
�
kgk

Bp 0 ;q 0
�

;

for some constant C which does not depend on f and g. Using the Paley--Wiener
Theorem for A2

� (see, for example, [8, p. 260]), we know that the left-hand side is
equal to ���� ð

�

bffð�Þbggð�Þ d�

6ð�Þ�
����:

Then, Plancherel’s Theorem and the de2nition of the fractional powers of � tell us
that this is the usual duality pairing between f and �

��g. As a consequence, it is
bounded by

CkfkBp;q
�
k���gk

Bp 0 ;q 0
��q 0=q

:

To conclude, we use Proposition 3.31, which gives the equivalence of the norm
k���gk

Bp 0 ;q 0
��q 0=q

with the norm kgk
Bp 0 ;q 0
�

. This 2nishes the proof of this direction. �

For the other direction, we will prove a little more. We will show that P� is
always bounded from Lp;q

� into a new holomorphic function space B p;q
� :¼ eEEðBp;q

� Þ,
consisting of Fourier--Laplace extensions of distributions in Bp;q

� .

DEFINITION 4.27. Given � > 0, 16 p <1 and 16 q < eqq�; p, we de2ne the
holomorphic function space

B p;q
� ðT�Þ :¼

�
F ¼ eEEf ¼

X
j

Lðbff b  jÞ : f 2 S 0
�
with kfkBp;q

�
<1

�
;

endowed with the norm kFkB p;q
�

¼ kfkBp;q
�
.

By Proposition 3.43, B p;q
� is continuously embedded into HðT�Þ and its

functions satisfy the inequality

jF ðxþ iyÞj6C6ðyÞ�ðn=rÞð1=pÞ�ð�=qÞ kfkBp;q
�
; for xþ iy 2 T�:

Moreover, Theorems 1.7 and 1.8 tell us that

Ap;q
� � B p;q

� when 16 q < eqq�; p; and Ap;q
� ¼ B p;q

� when 16 q < q�; p:

Observe also that Ap;q
� is a dense subspace of B p;q

� (since EðD�Þ � Ap;q
� ), but in

general is not closed. In fact, examples in the next subsection show that the
inclusion is strict whenever q> minf2; pgq�. We now prove the announced
statement, which allows us to complete the proof of Theorem 4.25.

PROPOSITION 4.28. Let � > n=r� 1, 16 p <1 and 26 q < eqq�; p. Then, with
the previous notation, P� extends as a bounded operator from Lp;q

� into B p;q
� . That

is, for every F 2 Lp;q
� there exists g 2 Bp;q

� such that P�F ¼ eEEg with

kP�FkB p;q
�

¼ kgkBp;q
�
6C kFkLp;q

�
; for F 2 Lp;q

� ðT�Þ:ð4:29Þ
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Remark 4.30. Observe that for F 2 A2
� \Ap;q

� , P�F ¼ F ¼ eEEf , and therefore,
(4.29) actually generalizes the inequality kfkBp;q

�
6C kFkAp;q

�
in Theorem 1.7.

Proof. It is enough to show (4.29) for functions F in the dense set L2
� \ Lp;q

� ,
proceeding otherwise as in the last part of x 4.1. Since P� is a projector, for such
functions we will have P�F 2 A2

� , and therefore, by the Paley--Wiener Theorem
for A2

� there exists a unique function bgg 2 L2ð�;6��ð�Þ d�Þ such that

P�F ðzÞ ¼ LbggðzÞ ¼ ð
�
eiðxþiyj�Þbggð�Þ d�; for z ¼ xþ iy 2 T�:ð4:31Þ

Observe that g ¼
P

j g �  j in S 0ðRnÞ (since bgg ¼ P
j bgg b  j in L2ð�;6��ð�Þ d�Þ), and

therefore P�F ¼ Lbgg ¼ eEEg. Thus, to prove P�F 2 B p;q
� we just need to bound

kgkBp;q
�
. From the duality of Besov spaces (Proposition 3.27), it follows that it is

suNcient to prove that

jhg; ’ij6CkFkLp;q
�
k’k

Bp 0 ;q 0
��q 0=q

; for ’ 2 D�:

As in the previous proof, we use the fact that

hg; ’i ¼
ð
Rn

ð
�
Lbggðxþ iyÞ Lbhhðxþ iyÞ6ðyÞ��n=r dy dxð

Rn

ð
�
F ðxþ iyÞ Lbhhðxþ iyÞ6ðyÞ��n=r dy dx;

with h ¼ �
�’. So,

jhg; ’ij6CkFkLp;q
�
kEhk

Ap 0 ;q 0
�

:

To conclude, we use Theorem 1.8 applied to h, and Proposition 3.31 as before to
have the equivalence of the norm k’k

Bp 0 ;q 0
��q 0=q

with the norm khk
Bp 0 ;q 0
�

. �

As a corollary, we can use the previous section to extend the range of exponents
for which the Bergman projector is bounded.

COROLLARY 4.32. If � > n=r� 1, 16 p <1 and q 0�; p < q < q�; p, then P�
admits a bounded extension to Lp;q

� . That is, there exists a constant C > 0
such that

kP�FkLp;q
�
6C kFkLp;q

�
; for all F 2 Lp;q

� :

4.4. Necessary conditions

In this section we shall construct counter-examples to Theorem 1.8, for some
values of �, p and q above the critical indices. That is, we shall show that the
space B p;q

� , of Fourier --Laplace extensions of Bp;q
� , cannot be embedded into Ap;q

� .
Our examples are actually stronger and show that B p;q

� cannot even be embedded
into Ap;1

� , that is, there does not exist a constant C such that, for all f 2 Bp;q
� ,

one has the inequalityð
Rn
jF ðxþ ieÞjp dx6Ckfkp

Bp;q
�
; for F ¼ eEEðfÞ:ð4:33Þ

Observe that this indeed contradicts Theorem 1.8 since, by Lemma 4.5, the
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integral on the left-hand side is always smaller than kFkAp;q
�
. Our results are stated

in the following proposition.

PROPOSITION 4.34. Let � > n=r� 1, 16 p <1 and 16 q < eqq�; p. Then, there
cannot exist a constant C such that the inequality (4.33) is valid for all f 2 Bp;q

�

in the following two cases:
(a) 16 p6 2 and q> q�; p;
(b) 2 < p <1 and q> minf2q�; eqq�; pg.
Proof. We shall use a diLerent method for (a) and (b). The 2rst one is based

on an explicit holomorphic function, and the second on a Rademacher argument
with Littlewood--Paley inequalities. For the 2rst part, we shall 2nd F 2 HðT�Þ
such that ð

Rn
jF ðxþ ieÞjp dx ¼ 1 and k�FkLp;q

�þq
<1;

for all q> pq� (with q < eqq�; p). This gives a contradiction with (4.33), since if that
held, we would conclude that

kF ð� þ ieÞkp . kfkBp;q
�

� k�fkBp;q
�þq

6CkeEEð�fÞkLp;q
�þq

¼ Ck�FkLp;q
�þq
<1:

At this point, an example involving the � operator may seem a bit cumbersome,
but it is actually quite natural since the boundedness of the Bergman projection
turns out to be equivalent to the existence of generalized Hardy inequalities. For
more on this direction we refer to [4] (in the case of the light-cone), and to the
survey paper [6]. Our speci2c example will be the holomorphic function

F ðzÞ ¼ 6ððzþ ieÞ=iÞ�$ ð1þ log6ððzþ ieÞ=iÞÞ�1=p; for z 2 T�;

where we choose $ ¼ ð2n=r� 1Þ=p. We are using the standard convention

log6ðz=iÞ ¼
Xr
j¼1

log

�
6j

6j�1
ðz=iÞ

�
;

since in this case Re½ð6j=6j�1Þðz=iÞ� > 0, for each z 2 T� and j ¼ 1; . . . ; r (see,
for example, the discussion in [10, x 7]). We also remark that, since
j6ððzþ ieÞ=iÞj>6ðyþ eÞ > 1, the expression under the power 1=p has positive
real part, and de2nes a holomorphic function.
To compute the 2rst integral we estimate the denominator of F ðzÞ using the

elementary facts

j1þ log6ððxþ ieÞ=iÞj6 1
2 rþ 1þ log j6ðxþ ieÞj and j6ðxþ ieÞj66ðxþ eÞ;

when x 2 �. This leads to the expressionð
Rn
jF ðxþ ieÞjp dx>C

ð
�

dx

j6ðxþ eÞj2n=r�1 ð1þ log6ðxþ eÞÞ
¼ 1;

by Lemma 2.20.
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For the second integral we 2rst calculate �F ðzÞ. Observe that around each
z0 2 T� there is a neighborhood U so that

F ðzÞ ¼ gz0ð6ððzþ ieÞ=iÞÞ; for z 2 U;

where gz0ðwÞ ¼ w�$ ð1þ logwÞ�1=p is a function of one complex variable with a
determination of the log depending on z0. We remark that functions corresponding
to two points z0 and z1 will only diLer by constants which are irrelevant for our
estimates below, and for this reason we shall drop the subindex in g.
We can now compute �F ðzÞ using the formula

�½gð6ðz=iÞÞ� ¼ ðBgÞð6ðz=iÞÞ
6ðz=iÞ ; for z 2 T�;ð4:35Þ

where B ¼ bðw d
dwÞ is the 1-variable diLerential operator of degree r given by the

Bernstein polynomial

bðJÞ ¼ ð�1ÞrJ
�
Jþ d

2

�
. . .

�
Jþ ðr� 1Þ d

2

�
:

One can verify the equality (4.35) directly, using the Taylor series of g and
�½6nðz=iÞ� ¼ bðnÞ6n�1ðz=iÞ (see, for example, [8, p. 142]). Thus, an easy
computation of the derivatives of gðwÞ leads to the expression

j�F ðzÞj6C j6ððzþ ieÞ=iÞj�ð$þ1Þ ð1þ log6ðyþ eÞÞ�1=p; for z ¼ xþ iy 2 T�;

where we have also used j6ðuþ ivÞj>6ðvÞ, for v 2 �. Now, we can apply
Lemmas 2.18 and 2.20 to estimate the integralð

�

�ð
Rn
j�F ðxþ iyÞjp dx

�q=p

6�þq�n=rðyÞ dy

6C

ð
�

�ð
Rn

dx

j6ðxþ iðyþ eÞÞjð$þ1Þp

�q=p 6�þq�n=rðyÞ dy
ð1þ log6ðyþ eÞÞq=p

6C 0
ð
�

6�þq�n=rðyÞ
6ðyþ eÞðð$þ1Þp�n=rÞq=p

dy

ð1þ log6ðyþ eÞÞq=p
;

and observe that the last quantity is 2nite for every q> pð1þ �=ðn=r� 1ÞÞ.
Let us now pass to the second type of counter-examples, and obtain case (b) in

the proposition. We may assume q > 2. We know from Proposition 4.16 that the
inequality (4.33) implies the existence of a constant C such that����X fj

����q
p

6C
X

6ð�jÞ��kfjkqp;ð4:36Þ

for any 2nite sequence ffjg of Schwartz functions satisfying Supp bffj � B1=2ð�jÞ
and restricted to indices j so that j�jj < 1. Let us prove that this implies very
easily the necessity of q < 2q� (which has already been announced in [4] for
light-cones). Indeed, let us take fj ¼ "jaje

ið�jj�Þf , with f"jg a sequence of

Rademacher functions, and the support of bff a small neighborhood of 0. Taking
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the mean over all the "j and using Khintchine inequalities, we 2nd that� X
j

jajj2
�1=2

6C

� X
j

6ð�jÞ��jajjq
�1=q

;

with perhaps a diLerent constant C, independent of the sequence fajg. Now,
choosing aj ¼ 6ð�jÞ�=ðq�2Þ and using q > 2, we see this implies thatX

j;j�jj<1
6ð�jÞ2�=ðq�2Þ 6C <1:

Using Proposition 2.13, we 2nd that this is equivalent to the fact thatð
j�j<1

6ð�Þ2�=ðq�2Þ d�

6ð�Þn=r
<1;

which, in turn, is equivalent to the condition q < 2q�. �

5. Sharp results for light-cones

In this section we particularize the previous problems to the light-cone 9n. As
we shall see, the suNcient conditions given in Proposition 4.16 are related to
inequalities which appear in study of the so-called ‘cone multiplier problem’. In
particular, we establish a link between our problem and WolL’s conjecture for
k�kp;mic-norms (see [17, 12]). Moreover, our suNcient conditions are ‘essentially
necessary’, so whatever progress appears in each of these problems will have
consequences in the other.
Figure 1.1 shows the regions of boundedness for the Bergman projector P� in

Lp;q
� -spaces for a general symmetric cone. In the ‘blank region’, our main

contribution up to now is Theorem 4.25, which gives the equivalence between
boundedness of P� in Lp;q

� and the inequality

kLbffkLp;q
�

. kfkBp;q
�
; for f 2 D�:ð5:1Þ

Recall that the natural range of indices for this question is

� > 1
2n� 1; 16 p <1; 26 q < eqq�;p;

while the ‘blank region’ corresponds to

p 0q� 6 q < minf2q�; eqq�; pg; for p > 2:

We shall apply results by L�aba and WolL and by Tao and Vargas to conclude
positively in this region when p is suNciently large, and obtain a small interval
around the left-hand point for all p > 2.

5.1. A Whitney covering for the light-cone

From now on, we let � ¼ 9n denote the light-cone in R
n with n> 3. We 2rst

describe explicitly a Whitney decomposition for 9n.
A lattice in the light-cone is constructed as follows. For every j> 1, take a

maximal 2�j-separated sequence f!ð j Þ
k gkjk¼1 in the sphere Sn�2 � R

n�1, with respect

to the Euclidean distance (so that kj � 2jðn�2Þ). Then, de2ne the following grid of
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points in 9n:

�‘j;k ¼ ð2‘; 2‘
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2�2j

p
!
ð j Þ
k Þ; for ‘ 2 Z; j> 1; k ¼ 1; . . . ; kj;ð5:2Þ

and the corresponding sets

E‘
j;k ¼ fðL; � 0Þ 2 9n : 2

‘�1 < L < 2‘þ1; 2�2j�2 < 1� j� 0j2=L2 < 2�2jþ2;

and j� 0=j� 0j � !
ð j Þ
k j6 32�j g;

where the constant 3 is chosen in such a way that the regions cover the cone. The
geometric picture in R

3 is as follows: the sets E‘
j;k are truncated conical shells of

height � 2‘, of thickness � 2‘�2j, and further decomposed into kj � 2j sectors, all
of equal arc-length � 2‘�j. This is the usual decomposition of 9n in the study of
cone multipliers (see, for example, [13, 16, 17]). The next proposition shows that it
is also a Whitney covering of the cone.

PROPOSITION 5.3. With the notation above, the grid f�‘j;kg is a lattice in 9n.
Moreover, there exist 0 < 21 < 22 such that the corresponding family of invariant
balls satis�es
(a) fB2 1ð�

‘
j;kÞg is disjoint in �;

(b) fB2 2ð�
‘
j;kÞg is a covering of �;

(c) B2 1ð�
‘
j;kÞ � E‘

j;k � B2 2ð�
‘
j;kÞ.

Proof. In view of the de2nition in x 2.2, it suNces to 2nd two 2xed (invariant)
balls B � eBB, centered at e and such that

g‘j;kðBÞ � E‘
j;k � g‘j;kð eBBÞ;ð5:4Þ

for some 2xed automorphisms of the cone g‘j;k mapping e into �‘j;k. Using dilations

as well as rotations with axis e ¼ ð1; 0; . . . ; 0Þ, it is suNcient to prove this for the
points ð1;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2�2j

p
; 0Þ ¼ gje. Then, an elementary exercise shows that the

corresponding set Ej is such that

EjðcÞ � Ej � EjðeccÞ;
for constants c and ecc independent of j, and where EjðcÞ is the set of all � 2 9n
for which

c�1 <
ð�jeÞ
ðgjejeÞ

< c; c�1 <
6ð�Þ
6ðgjeÞ

< c; c�1 <
61ð�Þ
61ðgjeÞ

< c

(recall that for light-cones 61ð�Þ ¼ �1 � �2). Let us 2nally prove that g�1j ðEjðcÞÞ is
contained in a ball and contains a ball, centered at e and with radii independent
of j. From the invariance properties of the quantities involved, this last set
consists of elements � for which

c�1 < ðgj�jeÞ < c; c�1 < 6ð�Þ < c; c�1 < 61ð�Þ < c:

Using the explicit value ðgj�jeÞ ¼ �1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2�2j

p
�2, one 2nds that it is an

elementary exercise to 2nd two such balls with radii independent of j. �

With this covering, the necessary and suNcient conditions for (5.1) take the
following explicit form. To simplify notation, we write Ej;k ¼ E 0

j;k.
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PROPOSITION 5.5. Necessary and suNcient condition in 9n. Let 16 p; s <1.
Suppose that for some D > 0 there exists CD such that����Xkj

k¼1
fk

����
p

6CD 2
2jD=s

� Xkj
k¼1

��fk��sp �1=s; for all j> 1;ð5:6Þ

for every sequence ffkg satisfying Supp bffk � Ej;k. Then P� is bounded in Lp;q
� for

all q and � such that

q=s < minfq�=qD; ð� � ð 12n� 1ÞÞ=Dg:ð5:7Þ

Conversely, if P� is bounded in Lp;q
� for some � > n=r� 1 and 2 < p; q <1, then

(5.6) holds with D ¼ � and s ¼ q.

Proof. For the 2rst part, by Theorem 4.11 and the second equivalence in
Proposition 4.16, we only need to show that (5.6) implies the inequality����X

j

Xkj
k¼1

fj;k

����
p

6CD 0

� X
j

22jD
0=s

Xkj
k¼1

��fj;k��sp �1=s;
with D 0 perhaps larger than, but arbitrarily close to, D. Here fj;k are arbitrary
functions with Fourier transforms in the regions Ej;k. To prove the previous
inequality, start using Minkowski’s inequality for the sum in j, apply (5.6) in each
block for 2xed j, and conclude with H€oolder’s inequality. For the converse, we
know from (4.33) that the condition

kF �1ðbffe�ðej�ÞÞkp6C kfkBp;s
D
; for f 2 D�;

is necessary for the boundedness of PD in Lp;s
D ðT�Þ, which by Proposition 4.16 we

can write as (5.6) when f ¼
P

k fk and bffk is supported in Ej;k. �

5.2. Positive results for light-cones

There are two situations where we can obtain new regions of boundedness from
the suNcient condition in (5.6). These correspond to two 2ne inequalities related
with the so-called ‘cone multiplier problem’ [13, 7, 16, 17].
The 2rst one is a consequence of the following results of T. WolL and I. L�aba,

which we state below adapted to our notation.

THEOREM 5.8 (see [17, 12]). If n> 6 and p > pn :¼ 2n=ðn� 4Þ, the inequality����X
k

fk

����
p

6C" 2
2jððn�2Þ=2�ðn�1Þ=pþ"Þ

� X
k

kfkkpp
�1=p

;ð5:9Þ

for all " > 0; j ¼ 1; 2; . . . ; holds for all smooth functions fk with spectrum in Ej;k.
Moreover, (5.9) also holds when n ¼ 3 for all p > p3 ¼ 74, when n ¼ 4 for all
p > p4 ¼ 18, and when n ¼ 5 for all p > p5 ¼ 42

5 .

Remark 5.10. As stated in [17, 12], the natural conjecture says that (5.9)
must hold for all p > 2n=ðn� 2Þ. The exponent 1

2 ðn� 2Þ � ðn� 1Þ=p is the best
possible for each such p.
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The following corollary is a personal communication by A. Seeger.

COROLLARY 5.11. If n> 3 and � > 1
2 ðn� 2Þ, the Bergman projector P� is

bounded in Lp;q
� ðT9nÞ for all q < eqq�; p, whenever p > pn;� , where

pn;� :¼ pn þ
ð�n � �Þþ
� � 1

2 ðn� 2Þ
and �n :¼ 1

2 ðn� 2Þ þ ðn� 2Þ
�
pn �

2ðn� 1Þ
n� 2

�
:

Proof. If we 2rst assume � > �n, then (5.9) implies (5.6) with s ¼ p > pn and
all D > pð 12 ðn� 2Þ � ðn� 1Þ=pÞ. Computing the numbers in (5.7) one easily sees
that q=p < q�=qD (for all such D) implies q < eqq�; p. On the other hand, the second
condition does not play any role when q�=qD6 ð� � 1

2 ðn� 2ÞÞ=D; or equivalently
�> 2Dþ 1

2 ðn� 2Þ, from which one easily covers all cases � > �n.
When �6 �n one must use the inequality����X

k

fk

����
p

6C" 2
2jððn�2Þ=2s 0�n=2pþ"Þ

� X
k

kfkksp
�1=s

; for all " > 0;ð5:12Þ

valid by interpolation when ð1=p; 1=sÞ lies in the segment

SE ¼
��

M

E
;
M

E
þ 1� M

1

�
: 06 M6 1

�
and for all E > pn. Computing again in (5.7) for all D > sððn� 2Þ=2s 0 � n=2pÞ we
see that q=s < q�=qD leads to q < eqq�; p, while the second condition is irrelevant if

� > �ðp; sÞ :¼ ðs� 1Þðn� 2Þ � sn

p
þ 1

2ðn� 2Þ:

Now, if �6 �n we can choose ð1=pM; 1=sMÞ 2 Spn so that � ¼ �ðpM; sMÞ. Then P� is
bounded in Lp;q

� for all q < eqq�; p and p > pM. An elementary calculation shows that
pM ¼ pn þ ð�n � �Þ=ð� � 1

2 ðn� 2ÞÞ. �

Remark 5.13. In particular, if we study boundedness of P� in Lp
� (that is,

p ¼ q), then by interpolation we obtain a positive answer in the full conjectured
range 2 < p < q� þ n=ðn� 2Þ (and its dual interval) whenever

�> 1
2 ðn� 2Þ þ 1

2 ðn� 2Þ ðpn � 2ðn� 1Þ=ðn� 2ÞÞ:

If WolL’s conjecture (5.9) held for the best possible pn (that is, 2n=ðn� 2Þ), this
would imply boundedness of the unweighted Bergman projector Pn=2 in Lpð9nÞ,
for all 2 < p < ð3n� 2Þ=ðn� 2Þ, which was the original problem stated in [1].

Remark 5.14. Conversely, solving the Bergman projection problem in Lp
� ð9nÞ

would have implications on WolL’s conjecture, at least in low dimensions. More
precisely, if we assume that P� is bounded in Lq;q� ð9nÞ for all q 2 ð2; q� þ n=ðn� 2ÞÞ
and some 2xed �, then the inequality (5.9) would hold as well with p ¼ q� þ n=ðn� 2Þ
(by Proposition 5.5). In particular, if n ¼ 3 or 4, and we are assuming the above
assertion for all � > 1, then (5.9) would follow for all p > 2n=ðn� 2Þ. When n> 5 this
implication is weaker due to the restriction � > 1

2n� 1, which eventually would imply
(5.9) only in the (non-critical) range p > ð3n� 4Þ=ðn� 2Þ.
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A second but less direct approach also gives a slight improvement for the
3-dimensional cone 93. This is based on the square function estimate����Xkj

k¼1
fk

����
p

6CD 2
jD

�����Xkj
k¼1

jfkj2
�1=2 ����

p

:ð5:15Þ

Observe that (5.15) and Minkowski’s inequality imply (5.6) with s ¼ 2. The natural
conjecture states that (5.15) must hold for all D > 0 when p ¼ 2ðn� 1Þ=ðn� 2Þ.
There are partial non-trivial results when n ¼ 3 and p ¼ 4. The 2rst one, due to
Mockenhaupt, is a geometric argument leading to D ¼ 1

4 (see [13]), but this index

does not produce new results on the boundedness of Bergman projectors. There
are however several improved estimates using bilinear restriction on the cone, which
appear in works of Bourgain [7], Tao and Vargas [16], and WolL [18]. These lead to
the following theorem, which seems to contain the current best-known exponent.

THEOREM 5.16 (see [16, 18]). If n ¼ 3, the inequality (5.15) holds with p ¼ 4
for all D > 1

4 � 1
44.

Proof. Combine Theorem 5.1 in [16], with the sharp bilinear restriction index
for n ¼ 3 in [18]. �

From this discussion and a straightforward computation of the numerology we
conclude the following result.

COROLLARY 5.17. When n ¼ 3 and p ¼ 4, the Bergman projector P� is
bounded in L4;q

� ð93Þ for all 26 q < ð 43þ 1
24 Þ q� and all � > 1

2 þ 5
11. (See Figure 5.1).

Remark 5.18. When p ¼ 4, this result slightly improves the estimate which

by interpolation can be obtained from Corollary 5.11. In fact, with p3 ¼ 74, the

latter leads to boundedness of P� in L4;q
� ð93Þ for all 26 q < ð 43 þ 4

159 Þ q� and

� > 1
2þ 70.

Figure 5.1. Region of boundedness for P� in 93.
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