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Abstract—Literature is plentiful in works exploiting cache
locality for GPUs. A majority of them explore replacement
or bypassing policies. In this paper, however, we surpass this
exploration by fabricating a formal proof for a no-overhead
quasi-optimal caching technique for caching textures in graphics
workloads. Textures make up a significant part of main memory
traffic in mobile GPUs, which contributes to the total GPU
energy consumption. Since texture accesses use a shared L2
cache, improving the L2 texture caching efficiency would decrease
main memory traffic, thus improving energy efficiency, which is
crucial for mobile GPUs. Our proposal reaches quasi-optimality
by exploiting the frame-to-frame reuse of textures in graphics.
We do this by traversing frames in a boustrophedonic1 manner
w.r.t. the frame-to-frame tile order. We first approximate the
texture access trace to a circular trace and then forge a formal
proof for our proposal being optimal for such traces. We also
complement the proof with empirical data that demonstrates the
quasi-optimality of our no-cost proposal.

Index Terms—GPU; Caches; Graphics; Texture; Low-power;

I. INTRODUCTION

Cache replacement policies and bypassing techniques are

a common design space exploration ground in GPUs due

to their high memory bandwidth usage. Although this has

been extensively explored for GPGPU workloads, it has not

been so for graphics workloads. In this paper, we surpass

this exploration of replacement and bypassing policies by

fabricating a formal proof for a no-overhead quasi-optimal

caching mechanism for textures in graphics applications. With

this we extend to the community a solid framework for

studying texture caching (including bypassing), by skipping

the exploration of non-optimal heuristics that will most likely

incur a non-trivial hardware overhead.

Low-power GPUs are widely known to adopt a Tile-Based

Rendering (TBR) architecture. In fact, high-end desktop GPUs

are also known to adapt tiling in recent times [53]. Tiles
are disjoint segments of the frame that have no data depen-

dencies within themselves and can be rendered in parallel.

The graphics pipeline in TBR architectures has four major

types of memory accesses to main memory. They correspond

to the Frame Buffer (final colors of the frame), Geometry

(geometric description of the scene), Parameter Buffer (a data

structure that enables the tiling of the frame), and Textures

(images that enhance details of a surface of an object). Figure 1

1Boustrophedon is a style of writing in which alternate lines of writing are
reversed in order. This is in contrast to most modern languages, where the
order of lines is the same, usually left-to-right.

Fig. 1. Distribution of types of main memory accesses for real-world graphics
applications in mobile GPUs.

plots the distribution of accesses to main memory among the

various types of accesses in the graphics pipeline, for a set

of real-world animated graphics applications that makes up

our benchmark suite. We see that around 36% of accesses are

texture accesses. Energy efficiency is crucial in mobile GPUs

and main memory accesses constitute a significant part of the

energy consumed by GPUs.

Most contemporary applications that use GPUs require a

high frame rate to sustain the perception of continuity while

rendering realistic animations. This results in most frames

being almost identical to the previous frame. This structured

relationship between successive frames is known as frame-

to-frame coherence. We profile our benchmark suite to find

that 99% of texture accesses to the L2 are block reuses, 44%

of which can be attributed to frame-to-frame coherence. This

provided a strong motivation to explore the L2 texture caching

efficiency.

Our benchmark suite consists of a wide variety of real-world

animated graphics applications as explained in section IV.

Upon profiling our benchmark suite, we observe that texture

accesses follow several typical patterns:

• Frame coherence implies that a texture trace almost fully

repeats itself in consecutive frames.

• We observe that, for each frame, 55% of L2 texture

accesses are intra-frame reuse, 44% are inter-frame reuse,

and 1% are new accesses.

• Each frame typically has a large working set resulting in

large inter-frame texture reuse distances.

• The intra-frame texture reuse distances are short and can

be cached efficiently with an LRU policy.

These access patterns suggest that some research is needed

on how to improve L2 cache effectiveness for inter-frame
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Fig. 2. The Graphics Pipeline of a TBR GPU.

reuses (without worsening intra-frame reuses). This work

shows that a very simple solution is very close to optimal, and

provides detailed insights and a formal proof of the reason for

this quasi-optimality. This simple solution consists in reducing

some inter-frame reuse distances by reversing the trace order

every second frame. In other words, traversing all the frames

boustrophedonically. Intuitively, the reversal starts the texture

access trace with textures that were last processed in the pre-

vious frame, thus reducing some inter-frame reuse distances.

Reversing the trace order is approximated by reversing the

order in which the tiles of a frame are rendered in a TBR

graphics pipeline. Note that tiles may be processed in any

order as far as their overlapping primitives are rendered in

program order.

To have a better theoretical foundation for our intuition, we

first approximate our texture traces to a circular trace: one

that repeats a fixed sequence of accesses to distinct memory

blocks with no repetitions within the sequence. Previous works

like [18], [40] have shown that LRU works very poorly with

circular traces. The solution in that work was a change in

the replacement policy to adapt to these traces in order to

mitigate their effect on caching. However our proposal is

unique to TBR GPUs and we prove that if the circularity is

broken by reversing the order of the sequence in alternate

iterations, LRU not only gets improved but produces the

same miss ratio as OPT (an optimal replacement policy) [35]

and OPTPT (an optimal placement—with bypassing—and

replacement policy) [36]. Furthermore, given this additional

degree of freedom to change the order of accesses in each

iteration of the sequence, we also prove that LRU, with this

alternating order, still gives us the minimum possible miss

ratio.

To support our approximation, we first demonstrate empiri-

cally the structural similarities between our texture traces and

the circular trace, w.r.t. the properties of the circular trace

that make the LRU with alternate order optimal. Secondly, we

demonstrate empirically, how close the tile reverse ordering

approximates a pure reverse ordering of the texture access

stream. Finally, we explain why reversing the tile order every

other frame incurs no extra cost.

As an addition to quasi-optimality at no cost, our proposal

achieves a 9.9% decrease in memory hierarchy energy.

To summarize, this paper makes the following key contri-

butions:

• Fabricates a formal proof for the quasi-optimality of a

no-cost L2 caching mechanism for textures in GPUs.

We believe this formal proof of optimality is the main

contribution of this paper since it proves that there is

no need to investigate in alternative complex L2 cache

management schemes for texture caching.

• Demonstrates the quasi-optimality empirically.

• Secondary to this, shows that this no-cost proposal trans-

lates to a 2% speedup and a 9.9% decrease in memory

hierarchy energy.

The rest of this paper is organized as follows. Section II

presents some background while Section III describes the

proof of the quasi-optimality of our proposal. We describe the

tools and workloads used to evaluate our technique in Section

IV. In Section V, we present our experimental results and

analysis. In Section VI, we review some related work and

Section VII concludes the paper.

II. BACKGROUND

Mobile GPUs typically implement a Tile-Based Rendering

(TBR) architecture. The idea of TBR architectures was ini-

tially proposed to facilitate parallel rendering [11], [38]. Tiles
are disjoint segments of the frame that can be rendered in

parallel. TBR is now a common architecture adapted for low-

power graphics systems where instead of tiles being rendered

in parallel, they are rendered sequentially over small tile-

sized on-chip buffers, which allow to exploit locality and

significantly reduce power-hungry DRAM accesses and save

memory bandwidth. According to a work by Antochi et al.

[3], a TBR architecture reduces the total amount of external

data traffic by a factor of 1.96 compared to a GPU architecture

that is not tile-based (a.k.a., Immediate Mode Rendering).

A. The Graphics Pipeline

Figure 2 shows the main stages of the Graphics Pipeline

and an overview of the memory hierarchy organization. In

raster graphics systems, the Geometry Pipeline transforms the

geometric description of a scene and creates all the primitives
that fall inside the frustum view in accordance with the

camera’s viewpoint. On the other hand, the Raster Pipeline

discretizes each primitive into fragments (at pixel granularity)

that are then shaded and blended to produce the final screen

image.

In a TBR architecture, the Raster Pipeline is designed to

render tiles rather than the full frame. These tiles are usually

square groups of adjacent pixels. This tiling improves locality
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and allows keeping on chip most bandwidth-intensive memory

accesses. In order for this to happen, all the geometry needs

to be sorted into subsets that will individually be able to fully

render the image for each of these tiles. The process of tiling

is carried out by a new pipeline stage called Tiling Engine.

Thus, the Graphics Pipeline for TBR architectures consists

of three parts, namely the Geometry Pipeline, the Tiling

Engine, and the Raster Pipeline, as shown in Figure 2.

Input data for the Graphics Pipeline consists of vertices

and textures. These vertices join to form different polygons

(usually triangles) called primitives and the textures are used

to enhance details on surfaces while rendering the scene. A

Draw Command triggers the Geometry Pipeline which fetches

vertices and joins them to produce primitives. These primitives

are fed as input to the Tiling Engine.

The goal of the Polygon List Builder is to produce a list

(Parameter Buffer), for each tile of the screen, containing

all the primitives that overlap it. After all the geometry is

processed and binned, the Tile Fetcher fetches the primitives

corresponding to each tile in the frame, one tile at a time.

Tiles are processed in an order specified by the Tiling Engine,

and their primitives are put into a FIFO queue for the Raster

Pipeline to consume. Since tiles have no data dependencies

among themselves, they can be processed in any order.

The Raster Pipeline renders each tile sequentially. For

this purpose, the Rasterizer takes each primitive from the

FIFO queue and identifies which pixels of the current tile

are overlapped by the primitive. It then uses interpolation to

calculate attributes for each pixel, a set of data called fragment.
The fragments of every four adjacent pixels are grouped to

form a quad fragment (or simply quads), and these quads

are sent to the Early Z-Test stage. This stage uses a tile-

sized buffer called the Z-Buffer to store the minimum depth

of previously processed opaque fragments on each tile’s pixel

coordinate in order to eliminate those that lie behind and are

invisible. The non-discarded quads are then sent to a shader

core (SC), which computes an initial color for each pixel of

a quad, taking into account the lighting and textures provided

by the shader program. The output colors are then sent to the

Blending Unit. This unit computes the final color of pixels,

depending on the transparency of each quad, and stores them

in the Color Buffer. Some rendering techniques require that the

SC changes the depth of fragments, in which case the Early

Z-Test is disabled and the Late Z-Test is employed. Note that

both the Color Buffer and the Z-Buffer have the size of just

one tile, and thus can be stored on-chip. Finally, the Color

Buffer is flushed to the Frame Buffer in main memory, after

a tile has been completely processed. Quads are propagated

between stages through FIFO queues.

B. Memory Organization

Figure 2 illustrates that there are multiple L1 caches for

different data structures used by different parts of the pipeline,

backed by a shared L2 cache, which is ultimately backed up

by main memory.

C. Tile Orders

It is imperative to this paper to understand that tiles can be

processed in any order throughout the frame as long as the

primitives in the frame, and thus within each of these tiles,

are processed in program order. Intuitively, although tiles have

no data dependencies among themselves, the Parameter Buffer

and texture accesses do possess locality among tiles. Typically,

spatially closer tiles have more locality in the Parameter Buffer

as primitives have a higher chance of overlapping tiles that

are close together. Textures, on the other hand, have spatial

and temporal locality at the borders of the tiles. That is,

adjacent tiles with shared edges are likely to access the same

texture blocks of memory. Textures may also repeat in random

locations throughout the frame (e.g., trees that have the same

texture) and thus some tiles that are far away may also have

locality.

The most well-known orders in graphics are Scan-line and

Z-order. The Z-order is quite popular in computer graphics

and image processing due to certain properties that enhance

locality in memory accesses and its ease of implementation.

In this work, we use the Z-order for traversing tiles within a

frame.

D. OPT and OPTPT

We prove the optimality for the approximated memory

reference trace by comparing formally derived observations of

an optimal replacement policy (OPT) and an optimal place-

ment (bypassing) and replacement policy (OPTPT). The OPT

replacement policy was formally proved optimal by Mattson

et al. [35]. Conceptually, OPT requires a look into future

memory accesses in order to make a decision on replacement.

In particular, upon a cache miss, it replaces the line in the

corresponding set that will be accessed the farthest away in

the future. On the other hand, OPTPT was proved optimal

by McFarling [36]. This policy is the optimal replacement

and placement policy for a cache that allows bypassing. On

a cache miss, it compares the next access of all the memory

blocks in the corresponding set as well as the memory block

that caused a miss. In case there is any block in the set that

will be next accessed farther away in time than the block that

caused a miss, then a normal OPT replacement is performed.

In case the block that caused a miss has the next access farther

than any of the blocks already in the set, then the block is

bypassed in that cache. Both of these policies require perfect

knowledge of future accesses and are thus deemed infeasible.

Yet they have helped evaluate the efficacy of caching policies

all through literature.

III. QUASI-OPTIMAL TEXTURE CACHING

Figures 1 and 11 show that, on average, textures contribute

towards 33.7% of main memory accesses and 63.6% of the

last level (L2) cache misses. The main contribution of this

work is identifying a dominant pattern in texture memory

accesses to the L2 cache across multiple frames and proposing

and justifying a no-overhead, quasi-optimal technique to ex-

ploit reuse in texture accesses to the L2 that reduces costly
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main memory accesses, thus reducing energy consumption

and increasing performance. Note that energy consumption is

critical in mobile GPUs and performance is crucial for real-

time rendering applications.

The main challenges with exploring the texture access reuse

in the L2 and proposing quasi-optimal caching and proving it

quasi-optimal are the following.

• Identifying the dominant pattern for texture accesses in a

shared L2 cache.

• Discovering both short-term and long-term reuse dis-

tances in the pattern and deciding how to maximally

exploit both types.

• Given the added degree of freedom of the decision of tile

order in each frame, proposing a no-cost optimal caching

solution with this added freedom.

A. Our Approach

Upon profiling our benchmark suite, we observe that texture

accesses follow several typical patterns:

• Frame-to-frame coherence implies that a texture trace

almost fully repeats itself in consecutive frames.

• We observe that, for each frame, 55% of L2 texture

accesses are intra-frame reuse, 44% are inter-frame reuse,

and 1% are new accesses.

• Each frame typically has a large working set resulting in

large inter-frame texture reuse distances.

• The intra-frame texture reuse distances are short and can

be cached efficiently with an LRU policy and contempo-

rary L2 associativities.

We choose to preserve the caching efficiency provided by

LRU for intra-frame reuses and instead focus on caching

inter-frame reuses by exploring the design space opened up

by the freedom to choose the tile order in each frame of a

TBR architecture. We propose using a boustrophedonic tile

order: i.e., to reverse the tile order in every second frame (that

approximates the reversal of the texture access stream). We

dub this combination of LRU with a reverse order in every

alternate frame as LRU RO and the baseline LRU with the

conventional forward order in all frames as LRU FO. We

also use the suffixes RO and FO for the rest of the re-

placement policies that we use for comparison. It is important

to note that the tile order within a frame remains unchanged as

the baseline Z-order. As part of our analysis, we approximate

the texture trace to a circular trace to investigate the potential

for inter-frame caching and formally prove that LRU RO is

optimal for such an approximated trace. We then support our

approximations with empirical data showcasing the structural

similarities between our texture traces and the circular trace,

w.r.t. the properties of the circular trace that make LRU RO
optimal. Secondly, we demonstrate empirically how closely

the tile reversal order approximates a pure reverse ordering of

the texture access stream in a frame. We end the section by

providing further insights into texture caching.

Fig. 3. A circular trace with seven distinct accesses.

B. Optimality Proof

We approximate the texture access trace of the L2 cache,

along multiple frames, to a circular trace, to formally analyze

caching for inter-frame reuses. A circular trace, as explained

before, is a trace where a loop of ′s′ number of distinct

memory blocks (in a fixed order) are repeatedly accessed

infinitely. Figure 3 shows an example of a circular trace. A

circular trace is known to defeat the LRU replacement policy

in a fully associative cache of size ′j′, if s > j. This implies

that the miss ratio in such a case would be 1 (no hits). At the

same time, a circular trace is also known to work quite poorly

for the OPT replacement policy if s > j. Note that all proofs

and observations, henceforth, for fully-associative caches can

be extended for set-associative caches, as each set in the cache

behaves like an independent fully-associative cache of the size

equivalent to the associativity of the cache.

A previous work [37] formally calculates the Steady State

Miss Ratio (SSMR) for a circular trace with the optimal

replacement policy (OPT), as follows. As before, the number

of distinct memory block accesses in the loop is s and the size

of the cache is j.

SSMR =
s− j

s− 1
∀ s > j

If we were to go a step further and estimate the benefits

of an optimal replacement policy with optimal bypassing, we

would use the OPTPT (OPT Pass-Through) bypassing policy,

formally proved optimal by McFarling [36]. According to the

proof in this paper, the SSMR for OPTPT for a circular trace

is as follows.

SSMR =
s− j

s
∀ s > j

In Section II, we explained that tiles may be processed in

any order as long as their overlapping primitives are rendered

in program order. Assuming, for now, that this extends to

the texture access order, we introduce a degree of freedom

to our approximated circular trace. We define a new trace

pattern called loop traces where a loop of s number of

distinct memory blocks (in any order) are repeatedly accessed

infinitely. This implies that each iteration could have any

order allowed by the permutations of s blocks. Note that both

circular traces and “alternate reverse order” traces are a subset

of loop traces. In this subsection, we first put a lower bound

to the minimum possible miss ratio for a loop trace given any

replacement policy, bypassing and order of accesses in each

iteration. We then calculate the miss ratio for LRU RO in an

“alternate reverse order” trace and find it equal to the lower

bound in a loop trace.
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1) Theorem 1: For a fully associative cache of size j, given

that a set of distinct accesses s has to repeat infinitely in a loop

form and we have control over the order of the accesses for

each iteration (i.e., it is a loop trace), the maximum number of

hits in each iteration (other than the first) is j, ∀ s > j since

this is the maximum number of blocks that can be stored in

the cache; or it is s, ∀ s <= j since this is the number of

blocks in each iteration. Therefore, the lowest possible miss

ratio after infinite M iterations (i.e., the lowest SSMR) is given

as follows.

SSMR >= lim
M→∞

s+ (M − 1) ∗ (s− j)

M ∗ s ∀ s > j

⇒

SSMR >=
s− j

s
∀ s > j

2) Theorem 2: For a fully associative cache of size j, given

that a set of distinct accesses has to repeat in a loop form

and we have control over the order of the accesses for each

iteration, the SSMR for LRU RO is calculated as follows.

For every iteration other than the first iteration, the number

of hits is again exactly equal to the size of the cache. This is

because the state of the LRU stack after a finished iteration

has, from top to bottom, the exact same order as the order of

blocks accessed in the next iteration (reverse order of previous

iteration). Thus, the first j accesses will be hits. Therefore, if

the loop continues for M cycles, the number of misses would

be s + (M − 1) ∗ (s − j) and the number of accesses would

be M ∗ s. Therefore, the SSMR is the same as in Theorem 1.

SSMR =
s− j

s
∀ s > j

Theorem 1 delivers a lower bound for the SSMR for loop

traces but does not prove if there exists a replacement or

placement policy that can achieve this SSMR. Theorem 2

shows us that LRU RO reaches this lower bound. This

automatically implies that OPT RO and OPTPT RO will

also reach the lower bound as they have been proven to be

optimal.

We conclude from here that, for a loop trace where s > j,

the minimum SSMR is s−j
s . For a circular trace, LRU has

a miss ratio equal to 1, OPT has a miss ratio equal to s−j
s−1 ,

and OPTPT has the lowest miss ratio equal to s−j
s . On the

other hand, for the alternate reverse order, all three, LRU, OPT

and OPTPT, have the SSMR equal to s−j
s , the lowest possible

SSMR for loop traces.

C. Interesting Derivations

To better visualize the theorems and the above analysis,

let’s look at Figure 4. It shows the misses, hits and bypasses

for LRU, OPT and OPTPT with both circular and alternate

reverse orders for an example loop trace with seven distinct

accesses (A, B, C, D, E, F, G), assuming a cache size of

3. For the circular order, we clearly see that 1) LRU gives

no hits; 2) OPT and MRU behave similarly; and 3) OPTPT

Fig. 4. Circular and “alternate reverse order” traces with LRU, OPT, OPTPT
and MRU in a cache of size 3.

Fig. 5. IIRD (Max, Min, last-last, last-first) of FO and RO.

achieves the optimal miss ratio by bypassing almost all misses

(seen in black). For the alternate reverse order, we see the

same behavior from all three LRU, OPT and OPTPT. Note

here that OPTPT in alternate reverse order does not bypass a

single access and still achieves the minimum possible SSMR.

This implies that the characteristic of reversing the order itself

has led to the optimal hits and does not require bypassing

anymore. This is because the OPT stack and the OPTPT stack

are in the same state as the LRU stack in this loop order.

This observation also demands the following discussion on

the triumph of LRU RO over bypassing.

Caches are often bypassed if it is known that the memory

blocks that are going to be fetched will not have any reuse in

the future or the reuse distance is so large that the capacity

of the cache forces an eviction before such a reuse could take

place. Bypassing requires heuristics to know which memory

blocks to bypass. Wrong bypassing can easily lead to worse

caching. Note that heuristics usually have hardware overheads.

The proof above shows how LRU with reverse order is as

good as perfect bypassing, for loop traces. Thus, it seems

that LRU RO has essentially bypassed cache bypassing for

loop traces, provided the aforementioned degree of freedom

to change orders.

Note that the fact that MRU FO behaves similar to

OPT FO indicates that MRU FO should also behave better

than the baseline (LRU FO). We shall explore this in Section

V-C.
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Fig. 6. Distribution of intra-frame reuse distances within each set averaged
over the benchmark suite.

Fig. 7. Distribution of inter-frame reuse distances within each set averaged
over the benchmark suite.

D. Approximation of Texture Traces

In this subsection we first approximate texture traces to a

loop trace and then approximate it to a circular trace. We also

show that upon the pure reversal of these texture traces in

every second frame, these traces approximate to an ’alternate

reverse order’ trace. Note that these approximations are only

valid when using LRU, OPT or OPTPT policies.

As mentioned before, there are two major characteristics of

a loop trace. One is that this trace is a set of distinct accesses

that keeps repeating in every iteration of an infinite loop.

The second is that there are no repetitions of accesses within

each iteration. For texture traces, loop iterations correspond

to frames. Let’s first explore the frame-to-frame coherence for

textures, i.e., if a set of distinct accesses repeats itself every

iteration.

Figure 3 shows that for a circular trace with s distinct

accesses, each access will have an inter-iteration reuse distance

of s−1. Introducing an extra access in the second iteration, the

reuse distance would increase by 1 and thus be s. Similarly, in

the case of a deletion, the inter-iteration reuse-distance (IIRD)

would be s− 2. Generalizing,

IIRD = (s − 1) + Insertions − Deletions

Figure 5 shows the average inter-frame reuse distance (IIRD

for texture traces) in yellow (labeled last-first FO) and the

average distinct accesses per frame minus 1 (s-1) per set in

brown (labeled Max), over 30 frames for all the benchmarks in

our benchmark suite. We see that on average both the values

are almost equal, indicating that insertions and deletions in the

texture trace between two consecutive frames must be equal.

Empirical data tells us that insertions (new texture blocks

accessed) amount to only 1% of accesses in every frame. This

implies that deletions must be as few as insertions. Thus, the

set of distinct accesses in every frame is approximately the

same.

Figure 6 plots the fraction of texture accesses that have

an intra-frame reuse distance (within each set, for a cache

with 2048 sets) corresponding to the bins in the x-axis, for

30 frames, averaged over all applications in our benchmark

suite. Figure 7 plots the same for the fraction of inter-frame

reuse distances. It can be seen that around 55% of accesses are

intra-frame reuses thus 55% are repetitions within an iteration.

And yet on careful observation, we note that around 31% of

these have a reuse distance of zero, meaning that they are

consecutive accesses to the same block. These will be hits for

all replacement policies and most placement policies. Thus we

only need to worry about the rest of the 24% of the accesses.

These 24% violate the second characteristic of loop traces.

But, when talking about inter-frame caching in our texture

trace with an LRU RO or LRU FO, what matters for the

LRU or OPT stack at the beginning of a frame is the sub-

trace of the last access to each block in the previous frame.

As for the current frame, the accesses that will benefit from

inter-frame reuses are the first accesses to each block. The rest

of the accesses in the current frame will be intra-frame reuses

and we see in Figure 6, that these have small reuse distances

and can be cached easily with an LRU with conventional

associativities. Michaud [37] also proves that for a given trace,

all LRU hits are OPT hits, therefore these intra-frame reuses

will also be cached by the OPT. Note that the shortness of

intra-frame reuses are not an accident and can be attributed

to the intra-frame tile order, Z-order, that preserves texture

locality among adjacent tiles.

So, to prove that texture traces are approximately circular

traces (w.r.t. the properties of LRU FO, OPT FO and

OPTPT FO), we prove that the sub-trace of last accesses

to all blocks in the previous frame and the sub-trace of first

accesses to all blocks in the current frame (same tile order)

are identical. Similarly, to prove that upon fully reversing

the texture trace for every other frame, the texture traces

become approximately “alternate reverse order” traces (w.r.t.

the properties of LRU RO, OPT RO and OPTPT RO),

we would prove that the sub-trace of last accesses to all blocks

in the previous frame and the sub-trace of last accesses to all

blocks in the next frame (same tile order) are identical. These

last accesses of the second frame will become the first accesses

when this frame uses a reverse tile order.

There are many metrics to quantify the similarity between

two sequences or traces (in this case). Since we deal mostly

with reuse distances, we propose a metric that uses reuse

distance to quantify the similarity. Given a loop trace with

s distinct accesses, the maximum average inter-iteration reuse

distance (IIRD) is (s − 1). This is because there are only

s distinct accesses, so the maximum possible IIRD for each

reuse can only be (s− 1). The case where each reuse has this

maximum reuse distance (s− 1) happens only when the loop

trace is a circular trace. On the other hand, the minimum sum

of IIRDs in a loop trace is 0+1+2...+(s−1) = ((s−1)∗s)/2
and this is possible only when the loop trace is an alternate
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Fig. 8. Distribution of the number of L2 texture accesses per set per tile.

reverse order trace. This implies that the minimum average

IIRD for a loop trace is (s−1)/2. In summary, for loop traces,

IIRD ranges between (s − 1)/2 and (s − 1). The closer it is

to the maximum, the closer the sub-trace is to a circular trace.

The closer it is to the minimum, the closer the sub-trace is to

an alternate reverse order trace.

We collect last access sub-traces and first access sub-traces

for all frames in a simulation with our baseline tile order for

frames (forward order). In Figure 5 we plot the maximum

IIRD, the average IIRD between the last access sub-trace of a

frame and the first access sub-trace of the next frame (labeled

as last-first FO), and the average IIRD between the last access

sub-trace of a frame and the last access sub-trace of the next

frame (labeled as last-last FO). We find the first two values

to be very close to each other and thus our texture traces

are approximately circular traces for LRU FO, OPT FO
and OPTPT FO. We also find the first and third to be

almost equal and thus our texture traces (when purely reversed

for every second frame) are approximately “alternate reverse

order” traces for LRU RO, OPT RO and OPTPT RO.

Note that pure reversal of a texture trace in a frame is not

possible (further discussed in the next subsection). In Figure 5

we also plot the minimum IIRD and the average IIRD between

the last access sub-trace of a frame and the first access sub-

trace of the next frame from simulations done with alternate

reverse tile order in frames. We find this IIRD to be very close

to the minimum with a slight error. This error can be attributed

to the fact that we do a tile reversal and not a full reversal of

the trace.

E. Reverse the whole texture order in the L2

In order to implement LRU RO we need to reverse the

order of texture accesses in every alternate iteration. Here, the

iteration corresponds to a frame. Quads belonging to distinct

screen locations access textures, as explained in Section II.

The Graphics Pipeline requires primitives to be processed in

program order but tiles have no data dependencies and can be

processed in any order. Thus the degree of freedom allowed

for the change of texture order in a frame has the granularity

of a tile. Having said that, note that it is not the aggregated

trace to the whole cache but the trace of accesses to each set

in the cache that needs to be reversed. This is because the

optimality was proved for a fully associative cache and thus

applies to each individual set of the cache separately. Figure 8

plots the distribution of the number of texture accesses to

a set in the L2, per tile. Note that we do not include zero

accesses to this distribution as we observe that in every tile

a significant number of sets do not receive any access in the

L2. The figure shows us that there is a negligible number of

times when a set receives more than one texture access within

a tile for ten out of twelve applications. This clearly indicates

that if we reverse just the tile order in consecutive frames, we

would be closely approximating the full texture access stream

reversal for every set, for these ten applications. As for the two

other applications, we see that most of the time, the number

of accesses is a maximum of two per set in every tile. This

implies that for these applications, reversing the tile order will

have a texture trace that will stray a bit from the pure reverse

texture trace. This observation is supported by the empirical

data in Figure 5 as discussed in the previous subsection.

F. Hardware Overhead

In the baseline (LRU FO), for a given frame, while

processing the nth tile, Z-order just requires bit-swizzling of

the binary value of n. The Tile Fetcher increments the value of

n whenever it starts a new tile, in order to calculate the tile ID

of the next tile to be processed in the Z-order. In the baseline,

the value of N is reset to 0 at the start of a new frame to repeat

the tile order. For alternate reverse order, you would retain

the value of n from the last frame and either increment or

decrement n, opposite to whatever was chosen in the previous

frame. For example, if the first frame starts with n = 0, it

will keep incrementing and end at n = T − 1, where T is

the number of tiles in a frame. So now, the second frame will

start with n = T −1, decrement and then end with n = 0. All

the operations for a tile, starting from accessing its primitives

from the Parameter Buffer, to finally flushing its color buffer

to the main memory, requires address calculation with this

calculated tile ID. Thus, it is clear to see that reversing the

tile order results in no additional cost in hardware.

G. Putting things together

Texture traces can be approximated to circular traces for the

properties used in this paper. We propose reversing the order

of every other iteration (frame) to have a shorter inter-frame

reuse distance for most accesses. To achieve this, we propose

traversing tiles in every consecutive frame in the reverse order

w.r.t. the previous frame. We proved the quasi-optimality of

this proposal in the subsections above and support it with

empirical data in Section V.

IV. EVALUATION FRAMEWORK

A. GPU Simulation Framework

We use the TEAPOT [5] simulation infrastructure to evalu-

ate our proposal. TEAPOT is a cycle-accurate GPU simulation

framework that allows to run unmodified Android applications

and evaluates the performance and energy consumption of the

modeled GPU. In order to do that, TEAPOT includes timing

and power models based on well-known tools: McPAT [33] for

power estimation, and DRAMSim2 [43] for modeling DRAM
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TABLE I
EVALUATED BENCHMARKS FROM THE GOOGLE PLAY STORE.

Benchmark Alias Installs
(Millions) Genre Type Texture Footprint

(in MiB)
Tex in mainmem

accesses (%)
Crazy Snowboard CrS 5 Sports 3D 0.7 15.1
Gravitytetris GrT 5 Puzzle 3D 0.7 3.9
Angry Birds 2 AgB 100 Puzzle 3D 0.9 20.2
Captain America CAm 5 Action 3D 1.3 33
Derby Destruction Simulator DDS 10 Racing 3D 1.4 18.2
Sniper 3D Snp 500 Shooter 3D 1.8 33
Clash of Clans CoC 500 Strategy 3D 2.0 46.3
Candy Crush Saga CCS 1000 Puzzle 2D 2.4 52.9
3D Maze 2: Diamonds & Ghosts Mze 10 Arcade 3D 2.4 34.7
City Racing 3D CRa 50 Racing 3D 2.6 42.6
Real Steel World Robot Boxing RSt 50 Strategy 3D 4.2 57.7
Rise of Kingdoms: Lost Crusade RoK 10 Strategy 2D 6.9 74.5

TABLE II
GPU SIMULATION PARAMETERS.

Global Parameters
Tech Specs 600MHz, 1V, 32nm
Screen Resolution 1960x768
Tile Size 32x32
Tile Traversal Order Z-order

Main Memory
Latency 50-100 cycles
Size 1GiB

Caches
Vertex Cache 64-bytes/line, 64KiB, 4-way, 1 cycle
Texture Caches (4x) 64-bytes/line, 64KiB, 4-way, 1 cycle
Tile Cache 64-bytes/line, 64KiB, 4-way, 1 cycle
L2 Cache 64-bytes/line, 1MiB, 8-way, 18 cycles

and the memory controllers. Table II shows the parameters

employed in our simulations, which resemble those of a

contemporary mobile GPU.

B. Benchmarks

We use popular commercial animated graphics applications

(games) as benchmarks. We have selected them based on their

popularity, in the number of downloads in the Google Play

Store, and their variety to cover different types of games.

Table I shows the twelve Android games used to evaluate

our technique. We have 2D games like CCS and 3D games

like CRa. Games like RoK have a texture footprint of around

6.9MiB in memory whereas CrS and GrT have around

0.7MiB. This affects the benefits of our proposal w.r.t. the

baseline (LRU FO). Textures in RoK contribute to 74.5%

of the total accesses to main memory whereas in GrT it

contributes to just 3.9%. This affects the caching efficiency

for textures translating to a decrease in main memory accesses.

Then there are games that are memory-bound and others that

are compute-bound, determining how our proposal translates

into speedup and energy efficiency.

V. EXPERIMENTAL RESULTS

In this section, we first empirically confirm the quasi-

optimality of LRU RO in simulations, using an ideal ar-

chitecture where the L2 receives only texture accesses. We

Fig. 9. Decrease in cache misses of LRU RO w.r.t. LRU FO, with
increasing trace size for a fully-associative cache of size 8.

also comment on how the LRU is a good candidate to exploit

inter-frame reuse distances while holding on to the caching of

intra-frame reuses. Secondary to the proof of quasi-optimality,

we evaluate the full system and present the performance and

energy benefits of LRU RO with a practical architecture with

a shared L2 Cache that receives all types of accesses. In the

end, we analyze MRU FO to emphasize that choosing a

replacement policy needs to be done with all types of reuses

of the texture in mind along with geometry and the Parameter

Buffer accesses. All the above analysis is w.r.t. the baseline,

LRU FO.

A. Quasi-Optimality

In Section III, we proved the quasi-optimality of LRU RO
for the texture access stream to the L2. To demonstrate

the quasi-optimality for our benchmark suite, we model an

experiment with simulations where the GPU has perfect L1

caches (all accesses are hits) except for L1 texture caches.

This ensures that no Geometry and Parameter Buffer accesses

go to the L2 and the L2 is populated solely by texture accesses.

We first set an upper bound for the benefits achieved by

LRU RO w.r.t. the baseline. For a perfect loop trace in a fully

associative cache, we know that for s <= j, both LRU RO
and LRU FO produce zero misses in each loop iteration (in

the steady state). For s > j, LRU FO produces s misses and

LRU RO produces s−j misses in each loop iteration (in the

steady state). Thus the equation for the ‘Fraction of Decrease
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Fig. 10. Decrease in L2 texture misses with different replacement policies, bypassing and tile orders.

in Misses’ (FDM) of LRU RO w.r.t. LRU FO, for perfect

loop traces is as follows.

FDM =
s− (s− j)

s
=

j

s
∀ s > j

FDM = 0 ∀ s <= j

The equations above tell us that the maximum achievable

decrease is j
j+1 and it occurs at s = j + 1, which, for an

associativity of 8, is 0.88 at s = 9. The equation also tells us

that the decrease is 0 up until s = j and then at s = j + 1
achieves the maximum, thereafter behaving like a hyperbola,

that decreases asymptotically to zero. Figure 9 shows us this

behavior of LRU RO w.r.t. the baseline for a fully associative

cache of size 8. Thus this graph shows the upper bound FDM

(for each set in the cache) of our texture traces, that have been

approximated to a circular trace.

Now, we showcase the near-optimality of LRU RO. Fig-

ure 10 shows the percentage decrease in L2 misses of the

L2 cache w.r.t. the baseline, for LRU RO and four other

theoretical techniques. Note that the applications are arranged

in the ascending order of their texture footprint per frame as

listed in Table I. The theoretical techniques have two of each

order: the forward order and the “alternate reverse order”. Both

orders have simulations with just OPT and OPT with perfect

bypassing (a.k.a. OPTPT). These policies are not realizable in

hardware and have been simulated using a stack algorithm.

The first thing we note is the clear relation between the

texture footprint and the decrease of L2 misses with optimal

caching. This is in accordance with the prediction in Fig-

ure 9. We see that on average we get a reduction of 43.6%,

47.7%, 50.4%, 52.9% and 55% in LRU RO, OPT FO,

OPTPT FO, OPT RO and OPTPT RO, respectively.

Table I shows us that CrS, GTr and AgB have a texture foot-

print lower than 1MiB (the size of the L2 cache) and yet they

show a high decrease in L2 misses. This implies a set-mapping

load imbalance in texture accesses for these applications and

that some sets do get access traces larger than the associativity

of the cache, even though the footprint is smaller than the size

of the cache. Note that even though benchmarks with a high

texture footprint per frame show less decrease in L2 misses,

the main point is that LRU RO reaches very close to the

optimal that is simulated with the theoretical techniques. This

is indeed the main highlight of this paper, that even if for some

benchmarks, the improvement in caching is not as high as the

others, it is very close to the maximum achievable caching

for textures. Another interesting observation is that, in GTr,

AgB, Snp and CCS, the LRU RO is performing better than

OPT FO as expected from the explanation in section III-B.

We clearly see that LRU RO is quite close to the optimal

policies as the theory indicated before. Even with some

dormant access patterns that make the texture access pattern

different from circular traces and an approximate reversal (in

tile granularity) of the texture order, LRU RO is able to

closely reach the optimal.

These numbers indicate a significant reduction in main

memory accesses and thus possibly a reduction in energy. But

measuring full system benefits on this ideal state of the system

where the L1 Vertex Cache and the L1 Tile Cache are perfect,
is not meaningful. So, we show power and performance

numbers in the next section.

B. Full System Evaluation

Here, we evaluate the performance and energy benefits

of LRU RO w.r.t. the baseline by simulating a GPU with

the parameters given in Table II, for our benchmark suite.

The benefits of LRU RO on a shared L2 cache will be

proportional to the percentage of texture misses in the L2.

Figure 11 shows the distribution of L2 misses arranged in the

ascending order of the percentage of texture misses. To better

analyze patterns in the rest of this subsection, we plot the

benchmarks in this ascending order.

1) Main Memory Accesses: Figure 12 plots the percentage

decrease of main memory accesses in LRU RO. On average,

we get a 5.6% decrease and for some applications like AgB
and CCS, it goes up to 12.9% and 16.6%, respectively.

Note that the percentage for textures in the distribution of L2

misses, as shown in Figure 11, correlates with the decrease in

main memory accesses, as expected. The clear outliers to this

observation are RSt and RoK. Table I shows that both these

applications have the highest texture footprints that are around

4× and 7× the size of the cache. In these cases, even the

OPTPT cannot bring a significant decrease in texture accesses,

as demonstrated in Figure 10.

132



Fig. 11. Distribution of types of L2 misses.

Fig. 12. Decrease in main memory accesses of LRU RO w.r.t. LRU FO.

2) Performance: Figure 13 shows the speedup of

LRU RO w.r.t. the baseline. GPUs are designed to hide

memory latency. Thus, the translation of improved caching on

performance is usually poor. For the evaluated benchmarks,

we see an average speedup of 2%, going up to about 7% for

CCS and CrS. Performance is crucial for real-time rendering,

therefore, this is a noticeable improvement given the fact that

it comes at zero cost.

3) Energy: Figure 14 shows the percentage decrease in

memory hierarchy energy. We see that Figures 12 and 14

have a close correlation for most benchmarks. CrS is an

outlier for this observation because it gets an extra decrease in

energy because of the significant decrease in execution time,

as can be seen in Figure 13. We see a 9.9% decrease on

average and around 24% in CrS, AgB and CCS. It must be

noted that decrease in total GPU energy also shows a similar

correlation with Figure 12 except for AgB which indicates

that this application is not memory-bound w.r.t. energy, for

the full GPU. We see a 2.6% decrease in total GPU energy

on average. For CCS this goes up to 9.9%. We reiterate that

energy efficiency is crucial for mobile GPUs and this decrease

has been achieved with zero cost.

C. Other Replacement Policies

The goal of this subsection is to show that choosing an-

other replacement policy to compare with LRU RO is not

straightforward. As explained in section III-C, MRU FO has

the potential to result in a better miss ratio than LRU FO
for loop traces. Figure 15 shows the decrease in L2 misses

of LRU RO and MRU FO w.r.t. the baseline (LRU FO)

in an L2 that is populated only by textures. We see that, on

average, MRU FO behaves worse than the baseline by 3.6%.

In GTr, MRU FO produces around 2.6× more misses than

the baseline (LRU FO). This shows that MRU might be good

to cache inter-frame reuses but destroys the caching of intra-

Fig. 13. Speedup of LRU RO w.r.t. LRU FO.

Fig. 14. Decrease in memory hierarchy energy of LRU RO w.r.t.
LRU FO.

frame reuses which have short reuse distances. This indicates

that choosing a replacement policy that safeguards all types of

reuses is important to reach optimal caching for texture traces.

VI. RELATED WORK

Works that have addressed the issue of locality in the

caches of GPUs, take various directions to propose solutions

to exploit it. Specifically for textures in graphics workloads,

there is previous work [4] on prefetching texture memory in

the L1 texture caches. Another work [8] proposes a NUCA

organization for the L1 texture caches to increase their ef-

fective overall capacity. Focusing on texture locality-aware

workload scheduling to different shader cores with software

modifications, Ukarande et al [48] report a 4% speedup

when exploiting Texture Cache locality on high-end desktop

graphics workloads. Another work [21] also exploits Texture

Cache locality by scheduling quads that are closer in screen

coordinates. Another work [39] shows improved cache locality

in simulations for virtual reality stereo rendering by mapping

tiles for left and right eyes to the same shader core.

Other recent works with graphics workloads have explored

memory bandwidth reduction in TBR architectures using vari-

ous methods. Early Visibility Resolution (EVR) [1] is an HSR

technique that speculatively predicts the visibility of objects in

a scene before the Raster Pipeline to avoid computation and

texture accesses of fragments that will eventually be discarded.

Rendering Elimination [2] is a technique that detects tiles

that produce the same color across adjacent frames to avoid

redundant computation and texture accesses. Another work,

TCOR [22], explores memory bandwidth reduction by target-

ing another major source of main memory accesses in TBR

architectures, which is the Parameter Buffer. D.Voorhies [49]

proposed to rasterize primitive pixels in a boustrophedonic

manner to improve texture locality in localized areas within

a frame. This is orthogonal and completely differs from our
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Fig. 15. Decrease in L2 texture misses of MRU FO and LRU RO w.r.t.
LRU FO.

full frame reversal, which optimises texture caching for the

L2 over multiple frames.

All the above are specifically for graphics and are orthog-

onal to our proposal and do not address inter-frame cache

locality.

As for GPGPU workloads, many more works have targeted

cache locality to improve performance. There are many works

in literature [9], [24], [29], [31], [32], [47], [50], [56], [57],

[59], [61] that explore cache bypassing to improve GPU cache

locality. Some works have targeted cache locality across kernel

launches for parent-child kernels [52] or generic dependent

kernels [16]. Other works like [7], [25], [30] have also

studied the impact of warp throttling on locality for GPGPU

workloads. Whereas others like [20], [27], [28], [42], [51],

[58], have studied the impact of warp-scheduling, within a

GPU core. Another work [10] proposes a Cooperative Caching

Network (CCN), a ring network among L1 caches of a GPU,

to reduce L2 bandwidth demand.

Apart from this, many works like [6], [12]–[15], [17]–[19],

[23], [26], [34], [40], [41], [44]–[46], [54], [55], [60] have

proposed heuristics to improve caching in caches for general

purpose workloads but all of them with hardware overhead.

Works like [18], [40] have studied the shortcomings of a

circular trace and proposed an effective modification to the

LRU in order to improve caching. While this is a solution for

general purpose workloads, our solution is specific to TBR

GPUs where we do not change the replacement policy but

rather the memory access trace itself to reach near-optimal

caching.

VII. CONCLUSIONS

In this work we have proved that a zero-cost, quasi-optimal

L2 Caching mechanism for textures in low-power GPUs is

quasi-optimal, by means of a theoretical proof, and then

demonstrating it empirically.

We first approximated the texture trace to a generic sequence

and formally proved our proposal (Boustrophedonic Frames)

for traversing the tiles within a frame in the reverse order

of that of the previous frame, to achieve quasi-optimality

in the design space of replacement policies, bypassing and

tile orders. We then supported the approximation through

empirical data extracted from our benchmark suite, composed

of real-world animated graphics applications.

Finally, we have demonstrated the quasi-optimality of our

proposal through empirical data collected by running our

benchmark suite on a simulation framework with a contem-

porary mobile GPU micro-architecture. Secondary to this, we

have shown that our proposal gives a 2% speedup and a 2.6%

decrease in total GPU energy. For one benchmark, this goes up

to 7% speedup and 9.9% decrease in GPU energy. Note that,

since traversing the frame in the reverse order simply requires

a switch from an increment operation to a decrement operation

at the end of each frame, it does not incur any additional cost.

However, it must be noted that the decrease in texture

accesses alone is much higher than the decrease when other

types of accesses are introduced in the L2. This shows that

there is still potential in trying to leverage this proposal’s full

potential by using a caching scheme that is orthogonal to our

proposal and that targets the other types of data accesses in the

L2. TCOR [22] is one such example that targets the Parameter

Buffer in the L2 cache and reduces main memory accesses by

evicting dead blocks (belonging to the Parameter Buffer) from

the L2. This could help enhance the caching for textures in

the proposed alternate reverse order.
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