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Abstract

Planetary boundary layer (PBL) and land-surface processes have critical implications for air quality simulations. This

contribution analyses the influence of three different surface/PBL schemes from the MM5 mesoscale meteorological model

on the predicted photochemical pollutant concentrations using high-resolution EMICAT2000 emission model and

Models-3/CMAQ chemical transport model. The Gayno–Seaman (GS), the Medium Range Forecast (MRF), and the

Pleim–Chang (PC) PBL schemes are considered. The simulations focus on a complex coastal urban area (Barcelona

Geographical Area) located in the Western Mediterranean for a typical summertime situation characterised by the absence

of large-scale forcing. The particularities of the area require high spatial (1 km) resolution. Air quality, meteorological and

lidar data are used for the evaluation of the results.

PBL height inputs have been considered as diagnosed by MM5 and re-diagnosed by the MCIP meteorological pre-

processor of Models-3/CMAQ. Several variables playing an essential role in the concentrations of air pollutants, such as

PBL height, temperature, and wind speed and direction, are analysed. Important differences are observed in GS scheme

depending on the method used in the PBL height estimation. MRF and PC present similar results. Modelled daily

maximum pollutants’ concentrations vary in magnitude and location in function of the PBL scheme. GS–MM5 scenario

presents the lowest PBL heights, the highest surface temperatures and the weakest winds during daytime, which provokes

an enhanced O3 formation. The higher concentrations of NOx in the GS–MM5 scheme (which are caused mainly by the

lower PBL height) provokes a higher depletion of O3, which yields to the lower concentrations of this pollutant during

nighttime in Barcelona downtown.

For regulatory purposes, the model tends to underestimate the photochemical formation in the area of study due to an

underestimation of VOCs emissions in an VOC-limited area as Barcelona. The lower PBL height shown by GS taken from

MM5, as well as the increase in the temperature and the weaker winds over coastal areas (that allow the accumulation of

photochemical pollutants) promotes the O3 concentration and improves the statistical scores of GS–MM5 scenario.
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1. Introduction

The northeastern Iberian Peninsula (NEIP) has a
complex topography with a large coast to the
Mediterranean Sea. The complex configuration of
the zone comes conditioned by the presence of the
Pyrenees mountain range (with altitudes over
3000m), the influence of the Mediterranean Sea
and the large valley canalisation of Ebro River. The
Barcelona area located in the NEIP is dominated by
four main features arranged parallel to the coastline
(Fig. 1): (1) the coastal plain, which comprises an
8-km strip of land between the sea and the first
mountain range and which includes most of the
cities in the greater urban area of Barcelona; (2) the
coastal mountain range whose main peaks are
Garraf, Collserola and Corredor, (3) the pre-coastal
or Vallès depression, situated between the coastal
mountain range; and (4) the pre-coastal mountain
range. There are two main river valleys perpendi-
cular to the coast: Llobregat and Besòs. The
Llobregat and Besòs valleys contain highways and
roads that link Barcelona and its outlying towns
with the cities in the Vallès depression. Many
industries are located around these urban areas as
well as in the above-mentioned valleys.

In this area, the development of the breezes and
mountain- and valley-induced winds have impor-
tant effects in the dispersion of the pollutants
emitted. The flow can be even more complex
because of the land-use and the types of vegetation.
Hence, the modelling of photochemical pollution in
complex terrains demands a high horizontal spatial
resolution (Jang et al., 1995; Jiménez et al., 2005a).
In addition, boundary layer and land-surface
processes have critical implications on air quality.
Since meteorological fields are used as input to air
quality models, it is well known that the treatment
of the evolution and structure of the planetary
boundary layer (PBL) in meteorological models
has important implications for predicting and
understanding the dynamics of ozone (O3) and
other photochemical pollutants (Zhang et al., 2001;
Ku et al., 2001; Athanassiadis et al., 2002; Elleman
et al., 2003; among others). The PBL has a thick-
ness quite variable in space and time (from a
hundred metres to a few kilometres) and its
behaviour is determined by the dynamical and
thermal forcing at the surface, synoptic diver-
gence and advection and submittal entrainment.
Under convective conditions, pollutants are emitted
into the mixing layer (ML) and become gra-
dually dispersed and mixed through the action
of turbulence. The height of the ML or mixing
height (MH) is a key parameter (Seibert et al.,
1998).

The summer months in the region are charac-
terised by the absence of large-scale forcing and the
predominance of mesoscale circulations: the forma-
tion of a thermal low at a peninsular level forcing
the convergence of surface winds from the coastal
areas towards the central plateau with strong levels
of subsidence over the WMB and sea–land breeze
dynamics, which result in the re-circulation and
accumulation of pollutants over the eastern Iberian
coast (Baldasano et al., 1994; Millán et al., 1996,
1997; Soriano et al., 2001; Pérez et al., 2004; Jiménez
and Baldasano, 2004). In the city of Barcelona,
summer low MHs under unstable conditions
(mainly limited to 400–800m) are associated with
large mesoscale compensatory subsidence over the
sea and to the thermal internal boundary-layer
(TIBL) formation at the coast (Sicard et al., 2006).
The physical processes that govern the develop-
ment of internal boundary layers are mechani-
cally and thermally generated turbulent kinetic
energy (TKE) within the layer, entrainment
and subsidence aloft, and mesoscale advection
through the layer. In photochemical model simu-
lations, several important boundary-layer para-
meters for studying air pollution events are the
MH, wind speed and direction, temperature and
cloud cover.

This work analyses the influence of different
surface/PBL parameterisation schemes from the
Fifth Generation Penn State-NCAR Mesoscale
Model (MM5) (Dudhia, 1993) and of the PBL
height diagnosis on the predicted photochemical
pollutant concentrations using the chemical trans-
port model, Models-3/CMAQ (Byun and Ching,
1999). The results focus on a complex coastal
area (Barcelona Geographical Area, BGA) located
in the Western Mediterranean. High resolution
(1 km) is applied in simulations to capture the
complexity of the area. Meteorological, air quality
and lidar measurements are used for evaluation of
the results in this domain of study.The scenario
analysed stands for an episode of photochemical
pollution during 30 May 2002, which is charac-
terised by the absence of large-scale forcing, the
development of the Iberian thermal low and
compensatory subsidence over the Western Medi-
terranean basin and breeze circulations over the
area of study (Fig. 1).
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2. Methods

2.1. Models, land-surface/PBL schemes and MH

calculation

Six base-case simulations are considered in this
contribution, with PBL schemes considering both
PBL diagnosis from MM5 and re-diagnosis from
Models-3/CMAQ Meteorology-Chemistry Interface
Processor (MCIP): the Gayno–Seaman (GS) scheme
(Gayno, 1994) (GS–MM5, GS–MCIP), the Medium
Range Forecast (MRF) (Hong and Pan, 1996)
(MRF–MM5, MRF–MCIP) and Pleim–Chang
scheme (PC) (Pleim and Chang, 1992) (PC–MM5,
PC–MCIP). In order to account for the influence of
temperature on air quality, an additional hypothe-
tical scenario considers MRF parameterisation with
an artificially modified temperature of +3K in the
entire troposphere (MRF+3K).
2.1.1. Meteorological model (MM5)

MM5 is a three-dimensional non-hydrostatic
prognostic model. Four nested domains were
selected (Fig. 1), which essentially covered south-
western Europe and North Africa (D1, 36 km
resolution), the IP (D2, 9 km), the northeastern IP
(D3, 3 km) and the domain of study: the Barcelona
area (D4, 1 km). One-way nesting approach was
used. The vertical resolution was of 29 s-layers for
all domains, the lowest one situated approximately
at 10m agl and 19 of them below 1 km agl. The
upper boundary was fixed at 100 hPa. Initialisation
and boundary conditions were introduced with final
analysis data (FNL) of the National Weather
Service’s National Centers for Environmental Pre-
diction (NCEP) Global Data Assimilation system
(GDAS; Kanamitsu, 1989). The physics options
used for the simulations were: the Kain–Fritsch
cumulus scheme for D1 (Kain and Fritsch, 1993)
and cumulus explicit resolution for D2, D3, and D4,
all of them with no shallow convection, the Dudhia
simple ice moisture scheme and the cloud-radiation
scheme (MMMD/NCAR, 2001). Three PBL
schemes are compared and evaluated. Each scheme
Fig. 1. (Up) Orographic features of the Western Mediterranean Basin;

Europe and North Africa (D1, 36 km resolution), the IP (D2, 9 km)

Barcelona area (D4, 1 km); (centre-right) location of meteorological

radiosounding and meteorological station (white square); (down) me

500 hPa (grey-shaded).
is coupled to a different land-surface model, as
described below:
1.
(ce

, th

sta

an
The GS PBL coupled to the slab land-surface
model: the GS local 1.5-order closure PBL
scheme calculates TKE prognostically. The
vertical diffusion coefficient is diagnosed based
on the local value of TKE. The surface slab
model based on the ‘‘force-restore’’ method
developed by Blackadar (Zhang and Anthes,
1982) consists of an upper ground layer that is in
contact with the atmosphere and a lower ground
layer that has a specified, time-independent
temperature. The GS scheme diagnoses the PBL
height based upon the vertical TKE profile.
During strong convection, the PBL height is set
to the level where the maximum TKE falls below
the critical value of 0.1m2 s�1; during weak
convection, the PBL height is set to the level
where the TKE is 50% of the maximum value.
During periods of very weak turbulence, the PBL
is set to the lowest model layer.
2.
 The MRF coupled to a five-layer soil model
(Dudhia 1996): MRF is a non-local, first-order
closure PBL scheme which consists of two
regimes: a stable one based on non-local K-type
closure theory and a free-convection regime
which takes the contributions from large-scale
eddies into account in the local, vertical mixing
process throughout the PBL introducing the
effect of entrainment at the top of the PBL to
the mixing process. The scheme was initially
developed for the MRF model, with relatively
coarse horizontal and vertical resolution. The
five-layer soil model predicts the ground tem-
perature in 1, 2, 4, 8, and 16 cm layers with fixed
substrate below using vertical diffusion equation.
The transfer of heat follows the one-dimensional
simple diffusion equation as the heat flux is
linearly proportional to the temperature gradient.
The PBL height diagnosis is based on the bulk
Richardson number (Rib) method with a critical
bulk Richardson number (Ribc) value of 0.5.
3.
 The PC PBL coupled to the Pleim–Xiu Land-
Surface Model (Xiu and Pleim, 2001) is designed
ntre-left) nested domains were selected covering southwestern

e northeastern IP (D3, 3 km) and the domain of study: the

tions (white circles), air quality stations (black stars), lidar,

sea level pressure (contour lines) and geopotential height at
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to simulate the characteristics of the land-surface
vegetation and exchange with the PBL. The soil
moisture model includes prognostic equations for
soil moisture and soil temperature in two layers
(1 cm and 1m) as well as canopy water content.
Surface moisture fluxes are modeled by three
pathways: soil evaporation, evaporation and
vegetative evapotranspiration. The PBL scheme is
a simple non-local closure model called Asymme-
trical Convective Model (ACM) developed specifi-
cally for application in regional or mesoscale
atmospheric chemistry models. It is based on the
concept that vertical transport within the ML is
inherently asymmetrical. Upward transport by
buoyant plumes originating in the surface layer is
simulated by mixing from the lowest model layer
directly to all other layers in the ML. Downward
transport proceeds only to the next lower layer in
order to emulate gradual compensatory subsidence.
It computes the PBL height where Ribc ¼ 0.25.

2.1.2. The Meteorology-Chemistry Interface

Processor and the chemical transport model

The chemical transport model used to compute
the concentrations of photochemical pollutants was
CMAQ (Byun and Ching, 1999). The chemical
mechanism selected for simulations was CBM-IV
(Gery et al., 1989), including aerosols and hetero-
geneous chemistry. NOx, VOC and PM speciation
of EMICAT2000 emissions, as required by CBM-
IV, could be found in Parra et al. (2006). Currently,
the emissions of primary particulate matter in
EMICAT2000 are under development, with the
inclusion of dust re-suspension and loose material
from paved roads. These emissions are essential for
the characterisation of particulate matter in the
Iberian Peninsula (Viana et al., 2005). Since this
inventory has not been yet implemented, the
analyses of aerosols have not been considered. The
algorithm chosen for the resolution of tropospheric
chemistry was the Modified Euler Backward Itera-
tive (MEBI) method (Huang and Chang, 2001).
With respect to dry deposition, the M3DDEP
module (Pleim et al., 1996, 1997) has been used in
all simulations. A further description of the
MM5–EMICAT2000–CMAQ system and a full
evaluation of its behaviour versus air quality data
could be found in Jiménez and Baldasano (2004),
Jiménez et al. (2005a, 2005b) and Parra et al. (2006).
The MCIP essential role is to provide consistent
meteorological data for the CMAQ modelling
system (Byun et al., 1999).
MCIP allows either the direct pass through of the
PBL parameters provided by MM5 (GS–MM5,
GS–MRF and GS–PC scenarios), or they can be re-
diagnosed using PBL similarity (GS–MCIP,
MRF–MCIP and PC–MCIP scenarios). Basically,
the re-diagnostic routines treat meteorological
model outputs as the pseudo radiosonde observa-
tions. For unstable conditions, MCIP estimates the
PBL height using the vertical profiles of potential
temperature and the Rib (Holtslag et al., 1995). For
stable conditions, the PBL height is determined by
the maximum of the PBL height computed with the
Rib and the stable boundary layer height given by
Zilitinkevich (1989). The re-diagnostic algorithm
could predict temporally disconnected PBL heights
when the hourly meteorological data change
abruptly. To minimise this effect, following limits
on the PBL height are imposed: (1) compare with
PBL height for neutral conditions, and take
maximum; (2) compare with the urban boundary
layer height. In MCIP, the minimum PBL height for
urban area and other land-use types are set at 300
and 50m, respectively; (3) limit the PBL height with
a maximum value (3000m) in case the temperature
profile does not have a capping inversion. Although
the radiation fields can also be re-diagnosed by
MCIP, they have been introduced into CMAQ
directly from input meteorology as estimated by
MM5.

2.1.3. Emission model (EMICAT2000)

The high resolution (1 h and 1 km2) EMI-
CAT2000 emission model (Parra et al., 2006) has
been applied in the northeastern Iberian Peninsula.
This emission model includes the emissions from
vegetation, on-road traffic, industries and emissions
by fossil fuel consumption and domestic–commer-
cial solvent use. Biogenic emissions were estimated
using a method that takes into account local
vegetation data (land-use distribution and biomass
factors) and meteorological conditions (surface air
temperature and solar radiation) together with
emission factors for native Mediterranean species
and cultures. On-road traffic emission includes the
hot exhaust, cold exhaust and evaporative emissions
using the methodology and emission factors of the
European model EMEP/CORINAIR–COPERTIII
(Ntziachristos and Samaras, 2000) as basis, and
differencing the vehicle park composition between
weekdays and weekends (Jiménez et al., 2005b).
Industrial emissions include real records of some
chimneys connected to the emission control net of
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the Environmental Department of the Catalonia
Government (Spain), and the estimated emissions
from power stations (conventional and cogenera-
tion units), cement factories, refineries, olefins
plants, chemical industries and incinerators.

2.2. Measurements

The evolution of the ML was followed by means
of an elastic lidar. Turbulent convective plumes
transport aerosols from the surface. The relative
differences between the aerosol in the ML and the
clean air above are used to determine the MH
(Boers et al., 1984). The lidar measurements
presented in this paper were made at the Barcelona
city (41.391N, 2.121E, 115m asl, n.1 in Fig. 1) at a
wavelength of 1064 nm on 30 May 2002. Sequences
of 1-min duration (1200 shots) were recorded. A
total of 16 packets of 30 sequences each were
recorded between 0827 and 1940 UTC. For each
packet of lidar profiles, the variance of the lidar
profiles on each horizontal plane was calculated.
The lowest altitude local maximum peak of the
variance profile marks the ML mean depth. There-
fore the variance method (VM) consists in finding
the maximum of the variance of the 30 sequences of
the range-squared-corrected signal (RSCS), i.e. the
maximum of the variance profile:

hVM ¼ max
z

Var
i¼1;30

RSCSið Þ

� �

¼ max
z

1

30

X
i¼1;30

RSCSi �RSCS
� �2" #

, ð1Þ

where RSCS is the integrated profile of the whole
packet. For each packet, the error bar, sVM, is
calculated as the standard deviation of hVM

calculated couple of sequence by couple of se-
quence. The error bar is the standard deviation of
the 15 vectors:

max
z

Var
1;2

RSCSið Þ

� �
; max

z
Var
3;4

RSCSið Þ

� �
; . . . ; max

z
Var
29;30

RSCSið Þ

� �� �
.

Fig. 1 also shows the location of the radiosounding
station measuring vertical profiles of temperature,
specific humidity, wind speed and direction; the
surface meteorological stations measuring tempera-
ture and wind speed and direction; and the air
quality stations measuring O3, NOx and CO. The
MH is defined by the height at which the condition
Rib4Ribc is fulfilled (Holtslag et al., 1990). A value
of 0.25 is taken for Ribc.
3. Results and discussion

The episode selected for the analysis and simula-
tion of photochemical pollution (30 May 2002)
corresponds to a typical summertime low-pressure
gradient (Fig. 1) with high levels of photochemical
pollutants over the Western Mediterranean. Under
these conditions associated with weak synoptic
forcing in the lower troposphere, mesoscale phe-
nomena are dominant. The strong insolation
promotes the development of prevailing mesoscale
flows associated with the local orography (mountain
and valley breezes), while the difference of tempera-
ture between the sea and the land in the coastal area
enhances the development of sea–land breezes. The
NEIP presents down-slope winds over the moun-
tains and general weak offshore breeze flows at
night. As the day advanced, a well-developed sea-
breeze regime establishes along the entire eastern
Iberian coast; this regime covered the central hours
of the day. The onshore winds are well developed
along the eastern coast, intensifying the anticyclonic
circulation and deflecting to the east the flow
between the Pyrenees and the Central Massif.

Table 1 depicts the O3, CO and NOx maximum
and average concentrations according to different
time-periods on 30 May 2002 (note that these
concentrations refer to the whole domain of study
and not to the air quality stations, that will be
shown later). One can also observe that the
concentrations of MRF and PC schemes (both
derived from MM5 diagnose and MCIP re-diag-
nose) and GS–MCIP provide very similar concen-
trations and the only noticeable difference is
observed in the case of GS–MM5 scenario.

3.1. Air quality evaluation of the different scenarios

Air quality station hourly data, averaged over the
domain of study, were used to evaluate the
performance of MM5–EMICAT2000–CMAQ pre-
dicting ground-level O3, CO and NOx for the
different scenarios, both with PBL schemes diag-
nosed with MM5 and re-diagnosed with MCIP.
Hourly measurements of ambient pollutants were
provided by air quality surface stations in the
domain of study, which are part of the Environ-
mental Department of the Catalonia Government
(Spain).

The US Environmental Protection Agency has
developed guidelines (US EPA, 1991) for a mini-
mum set of statistical measures to be used for the
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Table 2

Results of the evaluation of O3, CO and NOx with MM5–EMI-

CAT2000–CMAQ models against data from air quality stations

located in the domain of Barcelona Geographical Area

MNBE

(%)

RMSE

(mgm�3)
MNGE

(%)

UPA

(%)

Ozone (O3)

GS MM5 �9.9 18.8 19.7 3.9

GS MCIP �10.1 20.1 20.1 �19.6

MRF MM5 �12.2 23.4 23.0 �22.1

MRF MCIP �14.1 22.1 22.8 �22.6

PC MM5 �12.2 20.7 22.8 �24.7

PC MCIP �14.8 21.6 24.6 �24.7

Carbon monoxide (CO)

GS MM5 12.6 0.22 53.4 2.4

GS MCIP �4.3 0.19 40.8 �8.9

MRF MM5 �12.7 0.23 42.1 �16.5

MRF MCIP �4.0 0.18 34.1 �19.5

PC MM5 �18.4 0.23 45.4 �16.1

PC MCIP �5.3 0.21 43.3 �18.8

Nitrogen oxides (NOx)

GS MM5 12.6 37.9 26.9 �3.5

GS MCIP �11.1 60.8 26.2 �44.7

MRF MM5 �2.6 66.4 34.4 �40.4

MRF MCIP �10.2 63.0 23.4 �58.4

PC MM5 �7.8 60.7 28.6 �29.8

PC MCIP �7.3 64.3 26.3 �43.5

Table 1

Intercomparison between the six scenarios of O3 (mgm�3), CO (mgm�3) and NOx (mgm�3) maximum and average concentrations

according to different time-periods in the whole domain of study of the Barcelona Geographical Area

GS (MM5) GS (MCIP) MRF (MM5) MRF (MCIP) PC (MM5) PC (MCIP)

Maximum 1-h concentration

O3 (mgm
�3) 119.25 115.40 112.56 111.19 109.35 111.17

CO (mgm�3) 1.06 0.96 1.04 0.92 0.90 0.87

NOx (mgm�3) 259.49 218.55 297.28 273.09 244.87 222.30

Maximum 8-h average concentration during daytime

O3 (mgm
�3) 74.67 78.81 77.85 76.85 77.07 76.71

CO (mgm�3) 0.15 0.11 0.10 0.10 0.10 0.10

NOx (mgm�3) 20.19 11.95 8.11 9.99 8.33 9.18

Daily average concentration

O3 (mgm
�3) 58.96 62.55 61.15 60.67 58.12 58.48

CO (mgm�3) 0.19 0.16 0.15 0.15 0.16 0.16

NOx (mgm�3) 29.96 24.25 21.69 22.61 23.49 24.29
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evaluation of O3 in regions where monitoring data
are sufficiently dense. These statistical measures
considered are the mean normalised bias error
(MNBE); the mean normalised gross error
(MNGE) for concentrations above a prescribed
threshold, and the unpaired peak prediction accu-
racy (UPA). In addition, the European Directive
2002/3/EC related with O3 in ambient air assumes
an uncertainty of 50% for the air quality objective
for modelling assessment methods. This uncertainty
is defined as the maximum error of the measured
and calculated concentration levels during daytime.

Table 2 summarises the results of the statistical
analysis. Although there is no criterion for a
‘‘satisfactory’’ model performance in the case of
O3, US EPA (1991) suggested values of 710–15%
for MNBE, 715–20% for the UPA and +30–35%
for the MNGE to be met by modelling simulations,
to be considered for regulatory applications.

The performance objective in the Directive
2002/3/EC (deviation of 50% for the 1-h averages
during daytime) is achieved for the entire period of
study for all schemes within MM5–EMICAT2000–
CMAQ. The O3 bias of the different schemes is
negative on each day of the simulation, progres-
sively increasing from �9.1% in the scenario of
MRF with modified temperature until �14.8% on
PC–MCIP. This overall negative bias may suggest
that the O3 production chemistry in MM5–EMI-
CAT2000–CMAQ may not be sufficiently efficient.
According to Jiménez and Baldasano (2004), the
underestimation of O3 levels in the area of study
may be caused by an underestimation of VOC
emissions on the VOC-limited area of BGA.
However, US EPA goals of 715% are achieved
by all parameterisations and scenarios included.

The MNGE ranges from 19.7% for GS–MM5 to
24.6% for PC–MCIP. This error is strongly related
to the root-mean-square error (RMSE), that varies
from 18.8 mgm�3 for GS–MM5 to 23.5 mgm�3 in
MRF–MM5. However, the MNGE derived from
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the results achieve the US EPA goals for a discrete
evaluation of all the scenarios (o35%).

Figs. 2, 3 and 4 indicate the evaluation of the
model for the locations of several air quality
stations placed in different environments of the
modelling domain, as shown in Fig. 1. The
measured O3 1-h peak concentration in the area of
study (115 mgm�3) (Fig. 2, down) is well captured
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by all parameterisations, with values ranging from
119 to 86 mgm�3 in the case of GS–MM5 and PC
(both diagnosed and re-diagnosed), respectively.
However, the results of the simulations with the
different schemes indicate that modelled concentra-
tions appear at different regions of the domain
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scheme. The time of occurrence of maximum O3
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the different PBL schemes in Barcelona–Poblenou (n.9 in Fig. 1).
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levels at a given cell or region can differ by several
hours. In addition, differences in the predicted peak
O3 concentrations during daytime for a determined
hour of the day can be higher than 40 mgm�3.

Fig. 2 also shows that the GS–MM5 presents a
more marked cycle of O3 during daytime in the
stations located in different parts of the area of
study: Badalona (n.9 in Fig. 1), Barcelona–Eixam-
ple (n.7), Sant Cugat (n.10). They present a slower
formation of this photochemical pollutant (with
higher and later 1-h peak concentrations with
respect to other parameterisations) and a more
rapid depletion in the afternoon and nighttime
hours in Barcelona–Eixample and Sant Cugat. The
UPA is negative during the simulated episode for all
the scenarios, except in the case of GS–MM5
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(+3.9%). The underprediction ranges from
�19.6% in GS–MCIP to �24.7% for PC scheme.

Table 2 also presents the results of the evaluation
of simulations with different statistical parameters
for CO and NOx. On-road traffic is the main source
of CO and NOx precursors at this domain. The
strong morning peak of these precursors observed in
Figs. 3 and 4 can be explained from the following
considerations: emissions are high coinciding with
the morning rush hour, the MH is still small and
winds are weak due to the morning sea-breeze
transition. On-road emissions are slightly reduced
after the morning rush hour, the PBL grows and the
sea breeze intensifies diluting and advecting
pollutants. In the afternoon, the influence from
traffic emissions is coupled to the cooling of the
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atmosphere and large mesoscale compensatory
subsidence, which result in an increase in the
concentration of pollutants. The simulations for
these photochemical pollutants tend to show larger
biases and errors than the corresponding statistics
of O3 for the same simulation. As noted by Russell
and Dennis (2000), current air quality models have a
pervasive tendency towards the underprediction of
O3 precursors.

In the case of CO and NOx, the mean bias is
negative for all scenarios (ranging from �4.0% to
�18.4% in the case of CO and �2.6% to �11.1%
for NOx) except in the case of GS–MM5, where
MNBE is +12.6% for CO and NOx. The same
behaviour is observed for the peak accuracy. As
observed in Table 2 and Figs. 3 and 4 for different
locations within the domain, the 1-h peak is clearly
underestimated in all the scenarios for CO (ranging
from �8.9% for GS–MCIP to �19.5% for
MRF–MCIP) and NOx (�29.8% for PC–MM5 to
�58.4% for MRF–MCIP) except in the case of
considering GS–MM5 (positive UPA of 2.4% for
CO and �3.5% for NOx). However, this accuracy in
the prediction of the peak is not corresponded to the
gross error. The tendency to overprediction is
reflected in the MNGE for CO (53.4% for
GS–MM5, higher than other parameterisations,
that yield values around 40%). The lowest MNGE
for these precursors is observed for MRF–MCIP,
which at the same time presents the highest UPA
error (�19.5% for CO and �58.4% for NOx).

Below we include an analysis of the modelled
differences according to the main variables that can
play an important role in the concentration of
photochemical pollutants and that are considered
differentially in the PBL schemes.

3.2. Influence of PBL parameters on air quality

3.2.1. Mixing height

The diurnal cycle of the MH over the city of
Barcelona on 30 May 2002 was described in Sicard
et al. (2006). As shown in Fig. 5, the VM detects the
MH between 300 and 600m AGL. Around noon,
the ML and an aloft layer are still well disconnected.
The 6th packet of lidar profiles measured between
11.39 and 12.08UTC yields a MH at 573m. This
height is in very good agreement with the MH of
605m measured by the radiosounding at
12.00UTC. From 14.00UTC on, the aloft layer of
aerosols above the ML is starting to sink and join
the ML. The mean error of the VM for the whole
day is 12%. The ML throughout the day remains
under 600m due to the local TIBL formation and
the regional large mesoscale subsidence over the
Western Mediterranean.

Fig. 5 depicts the comparison between the lidar-
derived MH over the Barcelona city and the six
scenarios including parameterisations derived di-
rectly from MM5 and MCIP. MRF and PC non-
local schemes show similar results and outline a
clear tendency to overestimate the MH, with biases
ranging from 40% to 72% and errors from 59% to
77%. In these scenarios, MM5 and MCIP diagnoses
indicate very similar results with maximum average
differences of around 30% between them. However,
GS–MM5 and GS–MCIP show very strong differ-
ences reaching a factor of roughly 7 at noon, with
biases of �60% and 104%, respectively as daily
averages; the former one underpredicting the MH
provided by lidar measurements and the latter one
yielding the highest MHs of all the scenarios.

Since MRF and PC (both diagnosed and re-
diagnosed) and GS–MCIP present similar over-
predicted MHs, Fig. 6 shows the comparison in the
whole domain between GS–MM5 and GS–MCIP.
These differences are found in the whole domain,
indicating the substantial uncertainties in the MH
determination due to the differences in the diagnosis
(TKE threshold vs. Rib method). GS–MCIP
simulates MHs higher than 1500m while it remains
mainly below 500m in GS–MM5. It is remarkable
that, in the early morning, for the urban coastal
area, GS–MCIP shows a higher MH than inland
areas due to the enhanced warming caused by the
properties of urban land-use. On the contrary,
GS–MCIP simulates lower MHs at noon over the
coastal urban area than inland locations. This is due
to the effect of the sea breeze, with TIBL formation
and mesoscale subsidence over the coast.

The different MHs in the scenarios considered
highly influence the photochemical concentrations
over the area of study, as shown previously. The
highest O3 1-h maximum concentration is provided
by GS–MM5 parameterisation (119 mgm�3), fol-
lowed by GS–MCIP (115 mgm�3); however, the 8-h
maximum average concentration in the domain and
the daily average concentration within this scenario
indicate that the O3 depletion at night in GS–MM5
is higher than in other schemes (which is indicated
by the higher NOx 8-h and daily average concentra-
tions), and therefore the O3 concentrations in these
periods of time is not favoured in GS–MM5 respect
to MRF or PC schemes (or even in the GS–MCIP
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scenario). In addition, the most accurate value
observed for the 1-h peak of O3 is predicted by GS-
MM5, that yields the highest values throughout the
day due to the lowest MH. Despite considerably
different approaches of the MH estimation for
GS–MM5 and GS–MCIP, both the scenarios meet
the objective of 720% set by US EPA for UPA.

Another important issue is the latter peak of
precursors observed in GS–MM5 (Figs. 3 for the
Barcelona–Poblenou station, n.8; and Fig. 4 for the
L’Hospitalet de Llobregat station, n.6) caused by
the differences in the PBL development and its
height among the scenarios. As stated by Jiménez
et al. (2005b), the 1-h shift in peaks of precursors
causes the midday emissions to produce O3 more
efficiently in Barcelona area. The higher values of
NOx reported in Table 1 for 8-h average and daily
average concentrations in GS–MM5 caused by the
lower MH destroys more of the available ground-
level O3 at nighttime in pervasive emission areas as
cities, according to the titration reaction in which
NO and O3 combines to produce NO2 and
molecular oxygen (NO+O3- NO2+O2). The
daily average concentrations of NOx range from
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Fig. 6. PBL height (magl) in the GS–MM5 (left) and GS–MCIP (right) schemes simulations in the domain of study at (up) 06.00UTC,

(centre) 12.00UTC and (down) 18.00UTC. Contour lines indicate the topography.
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30mgm�3 in the scenario of GS–MM5 to
22–24mgm�3 when the other scenarios are considered.

Thus, O3 is suppressed more in the GS–MM5
scheme during nighttime and its formation is
retarded, as observed in Figs. 2, 3 and 4. Moreover,
the NO2 formed from the O3 titration removes
radicals by the reaction NO2+OH-HNO3. If the
precursors’ peak is displaced to the right (latter
peak, around 08.00UTC), the higher concentrations
of NOx causes a enhanced production of O3 (Heuss
et al., 2003) in GS–MM5 compared with the other
scenarios. This effect of timing can be a contributor
when looking for the origin of the higher O3

concentrations.

3.2.2. Temperature

The surface heating is affected by the cloud cover
fraction, among other variables. An accurate
estimation of cloud cover is important to reproduce
the thermal and photochemical processes occurring
within the PBL. Clouds are highly parameterised in
MM5, with a tendency to underpredict cloud cover
in the mid-troposphere and overpredict cloud cover
in the PBL. Overestimation of clouds may lead to
an inaccurate estimation of surface temperatures
and PBL parameters (Zhang et al., 2001). In the
domain of study, all schemes present very limited
low cloud fractions (not shown). The assessment of
the influence of cloud cover on the surface heating is
beyond the scope of this contribution.

The temperatures are kept the same for MM5 and
MCIP scenarios, since MCIP re-diagnoses just the
PBL height. When the temperature from the PBL
schemes is compared against ambient data from
meteorological stations, the results indicate that all
schemes tend to overestimate nocturnal tempera-
tures (Fig. 7). At night, the inland regions remain
too warm in all the three schemes, but with lower
RMSE for the GS scenario. The MRF scheme
simulates the lowest nocturnal temperatures, with a
better model agreement on the inland and mountain
stations of Fabra (n.2 in Fig. 1) and Garraf (n.5).
During daytime, all schemes tend to underpredict
the surface temperature, as shown in the negative
bias error. GS presents the highest temperatures
when assessed against ambient data, simulating a
warmer surface layer than MRF and PC. Although
PC incorporates a more complex land-surface
model scheme, the behaviour of the model during
this episode appears to have the largest deviations of
the three different configurations used; they appear
mainly when assessing the model against inland
stations (Montmeló, n.4 and Garraf, n.5), with
differences between PC simulations and measure-
ments up to �6.5K. The two other schemes also
present larger errors in inland stations than coastal
stations, mainly due to the properties of urban
land-use. However, the underestimation of tem-
perature is not so large between �2.0 (GS) and
�4.0K (MRF). It is important to remark the ability
of the three schemes to model the diurnal evolution
of the coastal station surface temperatures (not
shown).

The effect of the higher surface temperatures in
GS makes the MCIP Richardson number re-
diagnose estimate a higher MH, as was previously
shown in Fig. 5. Despite the GS scheme includes a
simple slab surface model, it presents the most
accurate behaviour of surface temperature during
daytime when assessed versus ambient data, yield-
ing warmer temperatures. The complexity of the
domain of study, with a large coastal region, and
several mountain coastal ranges enhances the
difficulties undergone by more complex surface
schemes.

Regarding the evaluation versus radiosounding
data (Fig. 7), one can observe that although GS
delivers the highest temperatures in the two first
model layers closest to the ground, the local vertical
mixing is less efficient in generating a deeper and
well-mixed moist layer than the non-local schemes
(MRF and PC), as seen both in the temperature and
the mixing ratio profile.

In order to account for the influence of the
surface temperature on the O3 formation, a
hypothetical simulation was performed taking into
account the MRF’s temperatures and a new
scenario considering an artificial increase of 3K in
the tropospheric temperature. Although MCIP
recalculates the cloud fraction (which depends on
relative humidity and thus on temperature), the
radiation fluxes were not modified in order to isolate
the effect of temperature on air quality. The results
shown in Fig. 8 indicate that the increase in the O3

maximum 1-h concentrations over the urban area of
Barcelona in MFR+3K scenario can reach
7.2 mgm�3, over 21.1 mgm�3 in the background
areas, providing 8.5 mgm�3 of O3 increase in the
entire domain. This represents an average increase
of 8.5% in the city of Barcelona, 13.2% in back-
ground areas and 10.0% as an average in the
domain.

As commented before, the highest 1-h peak
concentration of O3 is yielded by GS–MM5
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parameterisation (119 mgm�3) (Fig. 9). GS–MM5
scheme provides the lowest height of the PBL and
the temperatures estimated by GS during daytime
are higher than those estimated by MRF or PC, the
latter providing the lowest temperature estimations
in the areas where the meteorological stations are
located. These areas are mainly urban areas
belonging to the BGA, as was previously shown in
Fig. 1. If we consider GS–MCIP (Fig. 9), where the
MHs are similar and even higher to the rest of
parameterisations, we found out that the GS also
provides higher 1-h concentrations of O3

(115 mgm�3) than other scenarios (Fig. 10 for
MRF and Fig. 11 for PC), as depicted in Table 1.
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Fig. 8. (Up) Difference in the peak 1-h maximum concentrations of O3 (mgm
�3) and (down) percentual difference (%) in the simulations

with MRF+3K scenario minus MRF simulation in the domain of study.
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Although statistics reveal that the MH diagnosis is
the determinant factor in the increase of O3

concentrations, we suggest the effect of temperature
in the area of study may play a non-negligible role,
as highlighted by the hypothetical scenario of
MRF+3K.
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Fig. 9. Wind fields (m s�1) and ground level O3 concentrations (mgm�3) in the GS–MM5 (left) and GS–MCIP (right) scenario at (up)

08.00UTC, (centre) 13.00UTC and (down) 18.00UTC.
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Fig. 10. Wind fields (m s�1) and ground level O3 concentrations (mgm
�3) in the MRF–MM5 (left) and MRF–MCIP (right) scenario at

(up) 08.00UTC, (centre) 13.00UTC and (down) 18.00UTC.
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Fig. 11. Wind fields (m s�1) and ground level O3 concentrations (mgm
�3) in the PC–MM5 (left) and PC–MCIP (right) scenario at (up)

08.00UTC, (centre) 13.00UTC and (down) 18.00UTC.

C. Pérez et al. / Atmospheric Environment 40 (2006) 5274–52975292
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C. Pérez et al. / Atmospheric Environment 40 (2006) 5274–5297 5293
3.2.3. Wind speed and direction

With respect to wind fields, the statistics of wind
speed (Fig. 12) show an overestimation of nocturnal
winds around 1–2m s�1, with a better agreement of
MRF scheme. At night, the model overestimates the
wind speed over 3m s�1 in Badalona station (n.3 in
Fig. 1), and the error remains below 2m s�1 in the
other stations (not shown).

With the see breeze development, GS and MRF
simulations underestimate the intensity of onshore
flows, with RMSE around 1.5m s�1. Moderately
better RMSE statistics are obtained with PC,
though an overestimation of the speed of the flow
is observed with this scheme (positive bias). The
slowest daily winds are simulated with GS, followed
by MRF. The stronger sea breeze in the non-local
schemes can be explained by their higher vertical
transport of heat flux over land, creating a larger
land–sea contrast above the surface (Zhang et al.,
2001). The wind direction is fairly well captured by
all the three schemes during daytime with RMSE
below 601 (Fig. 12). The PC scheme presents the
best agreement with the meteorological stations
data. GS appears to present the lowest accuracy in
the prediction of wind direction but with a similar
performance in the evening. The problems arise
at nighttime, with an increase of the error of the
model when reproducing wind direction associated
to the low wind speeds. This becomes particularly
evident in the change of the breeze regimes from
land to sea breeze and vice versa (06.00 and
19.00UTC), which produces erroneous wind direc-
tion values.

The general behaviour of the simulated winds at
Barcelona is satisfactory when compared with the
radiosounding data. The model tends to under-
estimate the near surface winds in the first layer of
the model, especially with the GS scheme. Between
500 and 1500m the model appears to underpredict
the speed and presents a negative bias of 50–80

%
o,

while it depicts a reasonable agreement with the
radiosounding above 1500m.

As in the case of temperature, the wind fields in
the different scenarios (Figs. 9, 10 and 11) also tend
to differ between the schemes along the coastal and
inland regions, with larger wind speed gradients
predicted by the GS at night and PC during daytime
hours. The weaker sea breezes forecasted by
GS during daytime favour the accumulation of
O3 precursors in coastal areas (Fig. 9), and therefore
O3 is formed in different locations according to
the PBL parameterisation selected. In the case of
MRF (Fig. 10) and PC (Fig. 11), the O3 and its
precursors are advected out from the domain
of BGA through the northern boundary. The higher
concentrations of O3 in the Garraf region over
the sea (southwestern part of the area of study)
provided by GS can be explained by larger
wind speeds of this scheme in the area that transport
O3 from the reservoir layer of the Mediterranean
inland the domain through the southern bound-
ary. This contribution of advective transport is
important for the GS simulations, opposite to
the near-stagnation region reported by MRF a
nd PC.

4. Conclusions

In this contribution, meteorological fields that are
used as inputs to a chemical transport model are
simulated in the Barcelona area with the local
Gayno–Seaman (GS) coupled to a slab model, non-
local Medium Range Forecast (MRF) to the five-
layer soil model and non-local Pleim–Chang (PC) to
the Pleim–Xiu land-surface model as diagnosed by
MM5 and re-diagnosed by Meteorology-Chemistry
Interface Processor (MCIP). A typical summertime
situation was considered for analysing the depen-
dency of air quality on the planetary boundary layer
(PBL) scheme. A typical summertime situation was
considered for analyzing the dependency of air
quality on the PBL scheme.

The comparison between the lidar-derived mixing
height (MH) over the Barcelona city and the
scenarios including parameterisations derived di-
rectly from MM5 and MCIP indicates that non-
local schemes show similar results and outline a
clear tendency to overestimate the MH. However,
GS–MM5 underpredicts the MH provided by lidar
measurements, but GS-MCIP yields the highest
MHs of all the scenarios.

During daytime, all the schemes tend to under-
predict the surface temperature. GS presents the
highest temperatures when assessed against ambient
data, simulating a warmer surface layer than MRF
and PC. The effect of the higher surface tempera-
tures in GS makes the MCIP Richardson number
re-diagnose estimate a higher MH. GS delivers the
highest temperatures in the two first model layers
closest to the ground; the local vertical mixing is less
efficient in generating a deeper and well-mixed
moist layer than the non-local schemes.

With respect to wind fields, GS simulations
underestimate the intensity of onshore flows more
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than the other scenarios. The stronger sea breeze in
the non-local schemes can be explained by their
higher vertical transport of heat flux over land,
creating a larger land–sea contrast above the
surface. The parameterisations become inaccurate
for reproducing the wind direction when associated
to low wind speeds. This is particularly evident in
the change of the breeze regimes from land to sea
breeze and vice versa.

The results of the air quality simulations with the
different schemes indicate that modelled daily
maximum 1-h O3 and CO concentrations vary in
magnitude and location in function of the PBL
scheme. In addition, the GS–MM5 scenario pre-
sents the lowest MHs, the highest surface tempera-
tures and the weakest winds during daytime, which
provokes an enhanced O3 formation. As a con-
sequence, a shift of 1 h in peaks of precursors
observed in the GS–MM5 scenario causes the
midday emissions to produce O3 more efficiently.

At night, the higher concentrations of NOx in the
GS–MM5 scheme (which are caused mainly by the
lower MH) provokes a higher depletion of O3,
which yields lower concentrations of this pollutant
during nighttime in downtown Barcelona.

The GS–MCIP demonstrates that although it
yielded a similar or even higher MH, the 1-h peak
O3 concentrations were higher than those reported
by the other schemes, highlighting the influence of
temperature (despite it is a moderate influence) in
air quality simulations.

From a regulatory point of view, and since the
MM5–EMICAT2000–CMAQ model tends to un-
derestimate the photochemical formation in the
area of study due to an underestimation of VOCs
emissions in a VOC-limited area as Barcelona, the
increase in temperature shown by GS scheme,
together with a lower MH by GS–MM5 and the
behaviour of the winds (that allow the accumulation
of O3 and its precursors during the hours of
photochemical formation) promotes the O3 concen-
tration in the area of study and therefore they
improve the statistical results in all the scores.
Therefore, important efforts should be done when
configuring meteorological modelling and chemical
transport pre-processors in relation to PBL schemes
when performing air quality simulations. Depend-
ing on the area of study, emission estimates and
chemical regimes of O3 formation (NOx or VOC-
limited areas), significant differences may appear
between the methodologies implemented in several
PBL parameterisations.
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Meteorology and photochemical air pollution in southern

Europe: experimental results from EC research projects.

Atmospheric Environment 30, 1909–1924.

Millán, M.M., Salvador, R., Mantilla, E., 1997. Photooxidant

dynamics in the Mediterranean Basin in summer: results from
European Research Projects. Journal of Geophysical Re-

search 102 (D7), 8811–8823.

MMMD/NCAR, 2001. PSU/NCAR Mesoscale Modeling Sys-

tem Tutorial Class Notes and User’s Guide: MM5 Modeling

System Version 3.

Ntziachristos, L., Samaras, Z., 2000. COPERTIII Computer

programme to calculate emissions from road transport.

Methodology and emission factors (Version 2.1). Technical

Report No. 49, European Environment Agency.
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