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Tema 1

Organizacion de la asignatura

§ 1.1. DOCENCIA

Las clases de esta asignatura seran de tres tipos:

= Temas: consistiran en leer uno de los temas del manual, y contes-
tar por escrito a las cuestiones que figuran al final del mismo. Para
ello, cada estudiante debera traer consigo papel y boli, asi

como este manual, ya sea en papel o en un dispositivo
(en pdf).

= Controles: tendran lugar en las clases practicas, y consistiran
en evaluaciones de una parte de la materia.

» Juntas: consistirdn en un debate abierto y puesta en comun (en
forma de asamblea), bajo la moderacion del profesor.

Algunos temas se realizaran en grupos de dos personas (pero sin
repetir pareja a lo largo del cuatrimestre). El resto, se realizara de
forma individual.

Los controles se realizaran todos de forma individual y sin ningun
material de apoyo.
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Las respuestas recibidas en clase a los temas y controles se colgaran
en la carpeta de Recursos del sitio web de esta asignatura en el Aula
virtual. Quien no desee que aparezca su nombre en estos ejercicios, o
en las tablas de calificaciones, puede acordar con el profesor el uso de
un apodo (o nickname), como por ejemplo “Mozart”.

§ 1.2. CRONOGRAMA

En la misma carpeta de Recursos del Aula virtual, se encontrara tam-
bién un Cronograma docente (abreviadamente, “Crono”), con el
detalle de todas las fechas y datos relevantes.

Dicho documento esté disponible también para su libre descarga
en:

webs.um.es/picazo

§ 1.3. EVALUACION

La evaluacion de esta asignatura se realizara de la siguiente manera:

» Temas: estan planificados 24 temas, que se valoraran sobre 0,12
puntos cada uno, hasta un maximo de 2,88 puntos.

= Controles: estan planificados 10 controles, que se valoraran sobre
0,3 puntos cada uno, hasta un maximo de 3 puntos.

» Tutorias: la realizacién de una tutoria (en cualquier momento
del cuatrimestre) se valorard sobre 0,12 puntos. Se realizara con
Gustavo Picazo, en la Planta 3 del Edificio Luis Vives, Despacho
3.065, y se podra asistir en compania.
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= Examen: el examen final se valorara sobre 4 puntos. Junto al
examen, se podra realizar opcionalmente un Anexo, para subir
la nota obtenida en temas, controles y tutorias. Hacia la mitad
del cuatrimestre, se publicard un Modelo de examen (junto con
su Anezo), para dar idea del tipo de preguntas y el nivel de difi-
cultad.

Las juntas no se evalian: ni la asistencia ni la participacién en las
juntas repercuten en la calificaciéon de manera alguna.

En funcién de las puntuaciones que se acaban de indicar, es posible
superar esta asignatura hasta con 6 puntos, sin presentarse
al examen.

Y también es posible obtener la madxima calificacion en esta asig-
natura, sin realizar ningun tema, ni control, ni tutoria: para ello, hay
que contar con la exencién del departamento (véase a continuacién),
y obtener la maxima calificacién en el examen y su anexo.

§ 1.4. EXENCION DE ASISTENCIA

La asistencia a las clases practicas (es decir, a los controles) es
obligatoria. Si alguien no asiste al menos a un 70 % de estas clases, no
tiene derecho a superar la asignatura. La asistencia al resto de clases
(es decir, a los temas y a las juntas) es opcional.

Quien no pueda asistir a las clases practicas por motivos justifica-
dos, debera pedir la exencién de asistencia al Departamento de
Filosofia. Para ello, se dirigira a la administrativa del departamento,
Maria Dolores Gomez Giménez (“Maruja”, en la Planta 0 del Edificio
Luis Vives, Despacho 0.030).
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Quien obtenga dicha exencién, podra entregar online las
cuestiones de los temas, y tareas sustitutivas a los controles,
en la herramienta de Tareas del Aula virtual.

Si alguien tiene motivos justificados para faltar a un tema o control
de manera puntual, en relacion a un dia en concreto, puede comuni-
carlo a Gustavo Picazo (en persona, o por email a picazo®@um.es).
El profesor, a la vista de las circunstancias, decidira si autoriza la
realizacién online en ese caso puntual.

Quien no asista a un tema o control, y no tenga la exencion del
departamento ni la autorizacion del profesor, no podra realizarlo de
forma online. Si alguien hace la entrega online sin autorizacion, no se
le valorara.

§ 1.5. MEDITACION

En algunos descansos entre clase y clase, realizaremos una iniciacion a,
la meditaciéon (opcional, solo para quien quiera quedarse). Sobre esta
practica, pueden consultarse:

“The neuroscience of mindfulness meditation” (Nature, 2015).

Los beneficios de la meditacion (Daniel Goleman y Richard Da-
vidson, 2017).

Kairos zen (Gustavo Picazo, 2018).

Introduccion al zen (Alexander Poraj-Zakiej, 2025).
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§ 1.6. AUTOCONCEPTO, ACTITUD Y RENDIMIENTO

Tras muchos anos dando clase, he llegado al convencimiento de que
todes les estudiantes que he tenido poseian el mismo nivel de inteli-
gencia, e incluso el mismo nivel de inteligencia para la filosofia y para
la logica: lo inico que les separaba era su propia actitud y su propio
autoconcepto.

El autoconcepto es un elemento muy poderoso en la vida de las
personas. Un autoconcepto bajo de mi mismo hace que disminuya
mi motivacién (“no voy a ser capaz de hacerlo”); la escasa motivacion
hace que mi actitud sea poco aplicada (“para qué le voy a echar horas,
si no servird de nada”); la falta de trabajo hace que disminuya mi
rendimiento, y el poco rendimiento me lleva a la obtencién de bajos
resultados.

Por 1ltimo, los bajos resultados redundan en un juicio externo ne-
gativo, que a su vez refuerza mi bajo autoconcepto:

Juicio externo  — autoconcepto  —  motiwacion

! l

resultado «— rendimiento «— actitud

También una autoestima excesiva puede minar mis posibilidades de
éxito. Por ejemplo, si yo me creo tan genial que no necesito trabajar
para aprender cosas nuevas, ello me puede perjudicar seriamente.

Sobre todo esto, se puede consultar mi curso de Metodologia de
la investigacion filosdfica (pag. 12 y siguientes). Dicho manual estd
disponible para libre descarga en

webs.um.es/picazo
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§ 1.7. PATRONES DE DESIGUALDAD

La logica formal, como todas las disciplinas académicas, esta atravesa-
da por varios patrones de desigualdad. No todas las personas que
viven en una misma época tienen las mismas oportunidades
de contribuir relevantemente a la produccién de conocimien-
to.

El género es uno de los patrones de desigualdad mas visibles. Otros
son la etnicidad, el lugar de nacimiento y el origen cultural y socio-
economico.

En este manual, he optado por el uso de un lenguaje neutro, con

preferencia por la terminacién en “-e”.

He aqui algunas mujeres que han contribuido recientemente a la
logica y los fundamentos de la matematica:

Kati Kish Bar-0On (Massachusetts Institute of Technology)
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§ 1.8. RECOMENDACION SOBRE EL EMAIL Y EL AULA
VIRTUAL

Si no consultas regularmente tu email UMU, es recomendable que
configures tu gestor de correo habitual, para que importe el correo
UMU vy te lo muestre alli. Asi estaras al tanto de los correos que te
llegan a tu cuenta “...Qum.es”.

Por las mismas razones, una vez que tengas acceso al Aula virtual,
es recomendable que vayas a Mi Sitio > Preferencias, y actives las
opciones de Notificaciones.

§ 1.9. ADVERTENCIA SOBRE EL MASTER DE PROFE-
SORADO

Para poder ensenar Filosofia en la Educacion Secundaria, tanto en
centros publicos como privados, no basta con terminar el grado: es
obligatorio cursar, a continuacién, el Mdaster de Formacion del Profe-
sorado.

Ahora bien, las universidades publicas (incluida la UMU) ofertan
bastantes menos plazas de este master, que personas se han graduado
el ano anterior. Esto ocurre tanto en Filosofia como en el resto de
especialidades.

Ello obliga muches estudiantes a cursar dicho méster en universi-
dades privadas. En todo caso, para maximizar las opciones de obtener
plaza en este master en la UMU, conviene hacer la preinscripcion “en
primera fase”. Para ello, hay que defender el TFG en la primera con-
vocatoria disponible, o bien dejar un ano en blanco tras terminar el
grado, para preinscribirse en el master en primera fase al curso si-
guiente.
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§ 1.10. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr.

1.

En esta asignatura, ;hay alguna parte del trabajo en el aula que
se realice en grupo? Explica los detalles.

Indica qué material debes traer contigo a los temas, controles y
juntas.

. Para qué sirve el uso de un apodo, en esta asignatura?

Suma las puntuaciones maximas que se pueden obtener por te-
mas, controles, tutoria y examen, e indica el total obtenido.

Explica en qué consiste el “anexo” del examen final, y como se
puntia.

Indica quién puede entregar un tema online, o realizar la tarea
sustitutiva a un control. A continuacion, indica en qué consiste
dicha tarea sustitutiva, y dénde se hacen estas entregas.

Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Explica qué parte de la filosofia te interesa mas en este mo-
mento, y por qué.

b) Escribe tu opinién sobre cualquier aspecto de este tema que
hayan llamado tu atencion.



Tema 2

El estudio de los argumentos

§ 2.0. ADVERTENCIAS PRELIMINARES

1. Grietas. Todo el conocimiento humano, incluida la ciencia, con-
tiene “grietas” (es decir, cosas que no terminan de estar claras,
y que con el tiempo se van ajustando), asi como errores (cosas
que se afirman durante un tiempo, pero se acaban rechazando
después). Ello afecta incluso a las matematicas y a la logica, y en
particular a los contenidos de este manual. Por todo ello — y por-
que el autor de este manual también es persona, y se ha podido
equivocar — ninguna de las afirmaciones que aqui se contienen
se debe tomar como una verdad indiscutible.

2. Formato facilitado. Ademas, hay que tener en cuenta que la ex-
posicién de contenidos en este manual se realiza a un nivel ntro-
ductorio (sumamente facilitado), en contraste con lo que aparece
en textos de logica avanzada.

3. Variaciones. Por ultimo, también hay que tener en cuenta que
existe mucha variabilidad en los textos de légica, en cuanto a la
notacion, terminologia y enfoque. Asi por ejemplo, en la eleccién
de los simbolos logicos, los sistemas deductivos y otros muchos de-

13
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talles. En particular, las abreviaturas como “logforl”, “lenprop”,
etc, han sido acunadas por el autor de este manual y son exclusi-
vas del mismo. Conviene tener esto presente a la hora de consultar
otras exposiciones de esta materia.

§ 2.1. LA ARGUMENTACION HUMANA EN DISTINTOS
AMBITOS

Argumentar es dar razones en favor de una creencia o una
accion.

Las personas argumentamos en distintos ambitos, desde la vida coti-
diana hasta el conocimiento cientifico, pasando por las investigaciones
policiales y muchas otras cosas.

Un ejemplo de argumento perteneciente a la vida cotidiana es:
Compra kiwis, que han bajado de precio. (1)

Un ejemplo de argumento cientifico es:

La desviacion del perihelio de Mercurio

(2)

confirma la teoria general de la relatividad.
Un ejemplo de argumento policiaco es:

El arma estaba en su poder. Y no tiene coartada.

(3)

Por lo tanto, es culpable.

§ 2.2. ESTRUCTURA ARGUMENTAL
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La mayoria de los argumentos tienen premisas y conclusion. La
conclusion es aquella creencia o accién que el argumento trata de res-
paldar. Y las premisas conforman las razones que se dan en favor de
esa conclusion.

Aqui conviene hacer tres aclaraciones:

= Hablamos genéricamente de “las premisas” de un argumento,
aunque solo tenga una.

= Al formular un argumento, hay veces en que la conclusién aparece
detras de las premisas, y hay veces en que aparece delante.

» Hay algunos argumentos, un tanto excepcionales, que no tienen
premisas. Veremos nuestro primer ejemplo en §[12.8| (hasta en-
tonces, no debemos preocuparnos por ellos).

El argumento (1) ejemplifica los dos primeros puntos:
Compra kiwis, que han bajado de precio.

En efecto, este argumento te intenta convencer de que compres kiwis
(te intenta convencer de esa accién). Por lo tanto, su conclusion es:

Compra kiwis.
Y su premisa, obviamente, es:
[Los kiwis] han bajado de precio

puesto que esa es la razén que da el argumento, para comprar kiwis.

Por consiguiente, (1) es un argumento con una sola premisa, y esté
formulado de tal manera que la conclusion aparece delante, y la pre-
misa detrds.
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Examinemos ahora la estructura del argumento (2):

La desviacion del perihelio de Mercurio

confirma la teoria general de la relatividad.

Este argumento también tiene una sola premisa: La desviacion del
perihelio de Mercurio (o mejor dicho: El hecho de que la drbita de
Mercurio tenga una determinada desviacion en su perihelio).

A su vez, la conclusién del argumento (2) es la teoria general de la
relatividad, publicada por Einstein en 1915.

Por consiguiente, el argumento (2) también consta de una sola pre-
misa, pero en esta ocasién aparece antes de la conclusion.

Por tltimo, examinemos la estructura del argumento (3):

El arma estaba en su poder. Y no tiene coartada.

Por lo tanto, es culpable.

En este caso, el argumento tiene dos premisas. La primera premisa es:
El arma estaba en su poder. La segunda premisa es: No tiene coartada.
Y la conclusion que se extrae de esas dos premisas, y que aparece a
continuacion de las mismas, es: Es culpable.

§ 2.3. TIPOS DE ARGUMENTOS

A los argumentos cuya conclusién es una creencia (una proposicion) se
les llama “argumentos tedéricos”. A los argumentos cuya conclusion
es una accion se les llama ‘“argumentos practicos”. De los tres
ejemplos que acabamos de ver, el argumento (1) es practico, mientras
que los argumentos (2) y (3) son tedricos.
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De entre los argumentos tedricos, la légica formal centra su aten-
ciéon en un grupo muy especial, que son los llamados “argumentos
deductivos” (también conocidos como “razonamientos deducti-
vos” o “inferencias deductivas”). Estos argumentos se caracterizan

porque es imposible que las premisas sean verdaderas y la conclusion
falsa.

Dicho de otro modo:

Un argumento deductivo es aquel en el cual, suponiendo
que las premisas sean verdaderas, la conclusiéon ha de ser
necesariamente verdadera.

Ninguno de los dos argumentos tedricos que acabamos de ver es
deductivo. En efecto, aunque la desviacion del perihelio de Mercurio
hace bastante probable la teoria general de la relatividad, no impli-
ca que sea verdadera necesariamente: existe una posibilidad (aunque
pequena) de que la érbita de Mercurio tenga esa desviacién por otras
razones, y que la teoria general de la relatividad sea falsa.

Igualmente, el hecho de que alguien tenga el arma del crimen y ca-
rezca de coartada, no implica necesariamente que sea culpable: podria
ser casualidad, o una trampa.

Un ejemplo de argumento deductivo es el siguiente:
Llueve y hace frio. Por lo tanto, hace frio.

En este caso, la premisa es: Llueve y hace frio. Y la conclusion es:
Hace frio. Pues bien, en este caso, a diferencia de los anteriores, la
conclusion se deriva necesariamente de la premisa: no hay resquicio de
posibilidad a que la premisa sea verdadera y la conclusion falsa.
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A los argumentos tedricos que no son deductivos, se les llama a
veces “argumentos probables”, “argumentos rebatibles”, o directamente
“argumentos no deductivos”.

§ 2.4. EL ESTUDIO DE LOS ARGUMENTOS

El estudio sistematico de la argumentacién humana es muy antiguo, se
remonta a Aristételes. En efecto, Aristoteles elaboré la primera gran
teoria sobre la légica deductiva (la silogistica) y analizé minuciosa-
mente muchas otras formas de argumentar.

En 1° Curso del Grado en Filosofia de la UMU, hay una asignatura
dedicada al estudio de la argumentaciéon en su conjunto: la Teoria de
la argumentacién, que se imparte en el 2° Cuatrimestre. Y también
tenemos esta asignatura (Légica formal 1) y su pareja (Légica for-
mal 2, en el 2° Cuatrimestre), dedicadas al estudio de los argumentos
deductivos.

Ademss, a lo largo del Grado hay asignaturas dedicadas a la Teoria
del conoctmiento y la Epistemologia, donde se estudia el conocimien-
to cotidiano (o “conocimiento ordinario”) y la argumentacion en ese
contexto. También hay asignaturas sobre Etica, Estética y Filosofia
politica, que son relevantes para la argumentacion en cada uno de esos
ambitos. Y por ultimo, hay asignaturas dedicadas a la Filosofia de la
ciencia, donde se aborda la argumentacién cientifica (por ejemplo, a
la hora de defender qué teoria explica mejor la evidencia, o esta mejor
respaldada por ella).

En cuanto al estudio de la argumentacién en otros ambitos (como
el &mbito juridico o el a&mbito comercial) se aborda en otros grados
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que ofrece la UMU, asi como en infinidad de libros y documentos que
se pueden encontrar en bibliotecas y en internet.



20 GUSTAVO PICAZO (UNIV. DE MURCIA, CURSO 25.26)

§ 2.5. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Pon un ejemplo de argumento préactico. A continuacién, indica
cudl es su estructura en premisas y conclusion, asi como el ambito
al que pertenece.

2. Pon dos ejemplos de argumentos tedricos no deductivos. Para
cada uno de ellos, indica cual es su estructura y el ambito al que
pertenece.

3. Pon dos ejemplos de argumentos deductivos. A continuacion, in-
dica cual es la estructura de cada uno de ellos, y en qué ambito
se podria utilizar, si se te ocurre alguno.

4. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Explica qué parte de la argumentacién humana te interesa
mas en este momento, y por qué.

b) Haz un resumen muy sinéptico de este tema, con tus propias
palabras.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.



Tema 3

Panorama de la logica formal y de la
asignatura

§ 3.0. ADVERTENCIAS PRELIMINARES

1. Grietas. Todo el conocimiento humano, incluida la ciencia, con-
tiene “grietas” (es decir, cosas que no terminan de estar claras,
y que con el tiempo se van ajustando), asi como errores (cosas
que se afirman durante un tiempo, pero se acaban rechazando
después). Ello afecta incluso a las matemaéticas y a la légica, y en
particular a los contenidos de este manual. Por todo ello — y por-
que el autor de este manual también es persona, y se ha podido
equivocar — ninguna de las afirmaciones que aqui se contienen
se debe tomar como una verdad indiscutible.

2. Formato facilitado. Ademas, hay que tener en cuenta que la ex-
posicién de contenidos en este manual se realiza a un nivel intro-
ductorio (sumamente facilitado), en contraste con lo que aparece
en textos de logica avanzada.

3. Variaciones. Por ultimo, también hay que tener en cuenta que
existe mucha variabilidad en los textos de légica, en cuanto a la

21
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notacion, terminologia y enfoque. Asi por ejemplo, en la eleccién
de los simbolos l6gicos, los sistemas deductivos y otros muchos de-
talles. En particular, las abreviaturas como “logforl”, “lenprop”,
etc, han sido acunadas por el autor de este manual y son exclusi-
vas del mismo. Conviene tener esto presente a la hora de consultar
otras exposiciones de esta materia.

§ 3.1. LA LOGICA Y LAS MATEMATICAS

Como explicamos en el tema anterior, la caracteristica definitoria del
razonamiento deductivo es que si las premisas son verdaderas, la con-
clusién ha de ser necesariamente verdadera. Esto se resume a veces
diciendo que “en el razonamiento deductivo, la conclusion esta
contenida en las premisas”.

Por esta razén, el razonamiento deductivo resulta mucho mas fir-
me que el razonamiento no deductivo; pero por eso mismo, también
resulta mucho menos «til, en términos generales. Ahora bien, hay un
ambito del discurso humano en el cual el razonamiento deductivo es
tan importante o mas que el razonamiento no deductivo: las ma-
tematicas.

Ello explica el interés que se ha suscitado histéricamente, en ma-
tematicas, hacia el estudio del razonamiento deductivo. De hecho, la
obra “fundacional” de la légica formal (es decir, la obra en la que se
sientan las bases de esta disciplina, tal y como la conocemos ahora)
fue escrita por un matematico, Gottlob Frege. Dicha obra se titula
Begriffsschrift (Conceptografia) y fue publicada en 1879.

Una de las innovaciones de la Conceptografia fue la introduccion
de un lenguaje logico-formal para la representacion del razonamiento
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deductivo. Ello dio pie al uso de todo un aparataje matematico,
asociado a ese nuevo lenguaje, para avanzar en el estudio de este tipo
de razonamiento.

Asi se explica que a la nueva disciplina, surgida de la aportacién
de Frege y otres pensadores, se le llame “légica formal” (asi como
“légica moderna”, “légica simbdlica” y “légica matematica”).
Por contraste, a la l6gica anterior se la conoce como “légica tradicio-
nal”, y consiste basicamente en la silogistica de Aristételes, aderezada
con algunas contribuciones posteriores.

§ 3.2. LOGICA, FILOSOFIA Y OTRAS DISCIPLINAS

Ademas de ser de interés para las matematicas, la légica formal tam-
bién ha suscitado atencién desde la lingiiistica. De hecho, las técnicas
de analisis sintactico estan inspiradas, en parte, en los procedimientos
de la nueva légica. Y también ha suscitado interés en las llamadas
“ciencias de la computacion” (esto es, la informdtica), cuyo origen
esta ligado a la logica formal, y con la que mantiene varios puntos de
contacto.

Ahora bien, donde mas representada se encuentra la légica, en cuan-
to a profesorado especializado y presencia en los estudios universita-
rios, es sin duda en los departamentos de Filosofia.

Dentro de la filosofia, la logica es objeto de atencion especialmente
en la corriente denominada “filosofia analitica”.

Y dentro de esa corriente, la légica formal se ha utilizado, en par-
ticular, en filosofia del lenguaje, como herramienta para ayudar a re-
presentar el significado en el lenguaje natural. También se ha usado
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en filosofia general de la ciencia, para ayudar a representar las teorias
cientificas, asi como los mecanismos de confirmacién respecto a la evi-
dencia disponible — entre otras cosas. Y es vital en filosofia de la
matemdtica, como instrumento para analizar las caracteristicas on-
tologicas, epistemolégicas y semanticas de la ciencia matematica.

Por 1ltimo, también se suele encontrar una referencia a la logica
formal dentro de la teoria de la argumentacion (de la que ya hemos
hablado), puesto que el razonamiento deductivo es parte del razona-
miento humano, y puede aparecer en un intercambio argumentativo
en cualquier momento.

§ 3.3. LENGUAJES FORMALES

Como hemos dicho en §[3.1], una de las principales herramientas que
utiliza la légica moderna para analizar los razonamientos deductivos
son los llamados “lenguajes formales”.

Un lenguaje formal es un lenguaje artificial, cuyo alfabeto y sinta-
xis se pueden especificar completamente sin hacer referencia a ninguna
interpretacion suya.

Esto significa que, antes de empezar a utilizar ese lenguaje, tenemos
que estar en condiciones de indicar exactamente:

1. Cudles son los simbolos bdsicos que contiene ese lenguaje (a lo
cual llamamos su “alfabeto”).

2. Cudles son las reglas mediante las cuales se pueden combinar esos
simbolos, para dar lugar a expresiones mas complejas. Dichas
reglas constituyen la sintaxis de ese lenguaje.
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Asi por ejemplo, los lenguajes de programacion son lenguajes for-
males en este sentido. En efecto, para escribir un programa informatico
en un lenguaje de programacion, tenemos que ajustarnos estrictamen-
te a los simbolos y cadenas de simbolos aceptadas en ese lenguaje. Si
escribimos un coédigo con simbolos ajenos a ese lenguaje, o formamos
cadenas de simbolos que no estan permitidas, el programa no funcio-
nara.

Pues bien, dicho esto, vamos a convenir en que a partir de este
momento, cuando hablemos de “formalizacién” a secas (y mds aun
si hablamos de “formalizacion propiamente dicha” o “formalizacion
completa”), nos estaremos refiriendo al uso de un lenguaje formal
con las caracteristicas que acabamos de describir. Es importante re-
cordarlo.

§ 3.4. EL LENGUAJE NATURAL

Por el contrario, en los lenguajes naturales (es decir, el castellano,
el inglés, etc), la aplicacién de las reglas sintacticas exige cono-
cer el significado de las oraciones.

Asi por ejemplo, en:
El trofeo no cabia en el maletin, porque era muy voluminoso. (1)

lo voluminoso es “el trofeo” (el sujeto de “era” es “el trofeo”).

Mientras que en:
El trofeo no cabia en el maletin, porque era muy pequeno. (2)

lo pequeno es “el maletin” (en (2), el sujeto de “era” es “el maletin”).
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Essto nos resulta obvio, porque sabemos qué son los trofeos y los
maletines, qué se mete dentro de qué, y cémo influye el tamano para
que uno quepa o no quepa en el otro.

En la misma linea, si en vez de un trofeo estuviésemos hablando
de una estatuilla, entonces tendriamos que decir que “la estatuilla no
cabia en el maletin porque era muy voluminosa” (ella, la estatuilla);
pero podriamos seguir diciendo que “la estatuilla no cabia en el ma-
letin porque era muy pequeno” (ya que en esta tltima frase, lo pequeno
es el maletin; por eso tiene sentido decir que la estatuilla no cabe).

Todo esto ilustra el hecho de que para manejar la estructura sintacti-
ca de las oraciones — es decir, para maniobrar correctamente las re-
laciones de dependencia y concordancia entre sus elementos — nece-
sitamos informacién que va mas alld de la sintaxis: necesitamos infor-
macién de caracter semantico o factico.

Y esto que ocurre con (1) y (2) no es una excepciéon. En general,
la sintaxis del lenguaje natural esta “impregnada de semantica”: de
ahi la radical diferencia que existe entre los lenguajes naturales y los
lenguajes formales.

§ 3.5. PANORAMA DE LA ASIGNATURA

Como dijimos en el tema anterior, en el Grado en Filosofia de la UMU
hay dos asignaturas dedicadas al estudio de la légica deductiva:

» Légica formal 1 (la cual abreviaremos poniendo “logforl”).
» Légica formal 2 (la cual abreviaremos poniendo “logfor2”).

En esta primera asignatura (logfor!), vamos a centrar nuestra aten-
ciéon en un lenguaje formal en concreto, el llamado “lenguaje de la
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l6gica proposicional clasica”. Pues bien, introduciremos dicho len-
guaje en los temas 4-6, y a continuacién, definiremos una forma de
interpretarlo — la semantica veritativo-funcional — a la cual dedica-
remos los temas 7 y 8.

Una vez hecho eso, abordaremos la capacidad de nuestro lenguaje
formal para representar la estructura logica de algunas proposiciones
en castellano. A ello dedicaremos los temas 9 y 10.

A continuacion, exploraremos tres sistemas deductivos distintos,
que nos ayudaran a modelar, cada uno a su manera, la estructura de
la argumentacion deductiva. A ello dedicaremos los temas 11-23.

Por 1ltimo, dedicaremos el tema 24 a analizar otras teorias de 16gi-
ca formal (las llamadas “ldgicas no cldsicas”), que se han propuesto
en competencia con la légica proposicional estandar. Y también ha-
remos una breve incursion en la inteligencia artificial, abordando las
ultimas estrategias de computacién, mediante las que se consigue emu-
lar el razonamiento deductivo humano — y tantas otras habilidades
intelectuales — de forma notable.

§ 3.6. PANORAMA DE LA LOGICA FORMAL

Como hemos indicado en §[2.0] y §[3.0], lo que asomara en este manual
de la logica como disciplina serd muy poco (la punta del iceberg, o
menos que eso). Quien quiera adentrarse a fondo en el estudio de la
l6gica, debera profundizar en las siguientes materias:

= Teoria de modelos: estudio de las interpretaciones de los lenguajes
l6gico-formales, asi como de las consecuencias matematicas que
se derivan de ellas.
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» Teoria de la prueba: estudio de los calculos deductivos y sus pro-
piedades.

n Teoria de la recursion (o teoria de la computabilidad): estudio de
la nocién de algoritmo (o procedimiento mecdnico) y sus propie-
dades.

» Teoria de conjuntos: estudio de la nocién de conjunto y la relacion
de pertenencia, cuyas consecuencias son asombrosas e inespera-
das.

= Teoria de categorias: estudio de la relacion entre estructuras ma-
tematicas de diferentes campos.

Todas estas disciplinas — junto con la filosofia de la matemadtica,
de la que ya hemos hablado — conforman el area de fundamentos de
la matemdtica.

Ademas, hay que mencionar el campo de las [dgicas no cldsicas, que
también acabamos de mencionar, y que exploran sistemas distintos al
de la logica clasica — y derivan en su propia teoria de modelos, sus
propios calculos deductivos, etc.

Y por ultimo, hay que mencionar el campo de la filosofia de la
logica, donde se abordan las diferencias entre unos sistemas y otros,
asi como su capacidad para formalizar adecuadamente el razonamien-
to deductivo en lenguaje natural, o para dar respuestas a problemas
diversos.

Cualquiera de estas disciplinas cuenta con manuales densos y volu-
minosos, y con una bibliografia ingente. En particular, el profesor de
esta asignatura tiene escritos manuales universitarios de:

= Logica avanzada
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Teoria de conjuntos

Filosofia de la matemdtica

Semdntica de la [6gica intuicionista

Metodologia de la investigacion filosofica

Todos ellos estan disponibles para su libre descarga en:

webs.um.es/picazo

§ 3.7. ;ES CIERTO QUE “LA FILOSOFIA AYUDA A PEN-
SAR” Y “LA LOGICA AYUDA A RAZONAR”?

Una idea muy repetida en el gremio de la filosofia académica, en Es-
pana y otros paises, es que “La filosofia ayuda a pensar”.

Sin embargo, yo nunca he visto esa idea concretarse en algo tangi-
ble. Y no conozco ningun estudio que demuestre que la filosofia que
se ensena en Espana — especialmente cuando se centra en la historia
y la interpretacién de autores — ayude a pensar, mas de lo que pueda
ayudar el aprendizaje de cualquier otra disciplina académica.

En mi opinién, esa frase es un mero eslogan, tan falso como intere-
sado. Es decir, se trata de publicidad enganosa, lanzada interesa-
damente desde el gremio de la filosofia académica.

Maés bien al contrario, yo pienso que la afirmacion de que “La fi-
losofia ayuda a pensar” se desmiente a si misma, precisamente por
el poco espiritu critico con el que es acogida por la comunidad de la
filosofia académica — sin que casi nadie la ponga en cuestién, o se
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pregunte como sabemos que es cierta, mas alld de que nos interesa
que la gente se lo crea.

Pues bien, desde el gremio de la légica formal se maneja a veces un
eslogan parecido, segtn el cual “El estudio de la [6gica ayuda a razo-
nar”. Sin embargo, en todos mis anos de carrera, yo no he conocido un
solo caso de alguien que haya necesitado formalizar un argumento (en
el sentido especificado en §), para poder aclararse con el mismo.

Es por eso que, en mi opinién, la légica formal tiene un interés
fundamentalmente tedrico, como forma de representaciéon abstracta
de esa habilidad humana que llamamos “razonamiento deductivo”.
Pero no es 1til en la practica, ni para entrenar nuestra habilidad
mental con el razonamiento deductivo, ni para ayudarnos a lidiar con
razonamientos deductivos complejos.

En funcién de este enfoque, los ejercicios de este manual son mas
sencillos que los de otros manuales de introduccién a la logica. He
procurado evitar derivaciones o formalizaciones excesivamente com-
plicadas, bajo el entendimiento de que el dominio las técnicas que
aporta esta disciplina es importante, pero lo mas importante es la
comprension de la base conceptual.

§ 3.8. LENGUAJES SEMI-FORMALES

En este punto, conviene hacer la siguiente aclaraciéon. Donde quiera
que abordamos razonamientos complejos, es habitual utilizar términos
técnicos, simbolos especiales y diagramas, para comunicar nuestras
ideas. Las matemadticas, y la ciencia en general, estan llenas de estos
recursos.
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Sin embargo, tal lenguaje simbdlico se introduce por lo general de
manera espontanea, sin sequir reglas fijas, v ligado a una comprension
intwitiva de lo que estamos representando. Por lo tanto, no constituye
una formalizacién completa en el sentido explicado en §[3.3].

Las matematicas, asi como la ciencia y la tecnologia en general,
usan lenguajes semi-formales, es decir: utilizan una profusién de
simbolos y términos técnicos, pero no se expresan casi nunca — salvo
raras excepciones — en un lenguaje completamente formalizado.

De hecho, ni siquiera a la hora de resolver los tipicos “acertijos de
logica” que aparecen en las revistas de pasatiempos, facilitamos la ta-
rea realizando una formalizaciéon completa. En todo caso, lo que suele
ayudar a resolver tales acertijos es la realizacion del tipo de diagra-
mas espontaneos (con una interpretacién sobrentendida), a los
que nos acabamos de referir.

§ 3.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Describe un escenario argumental concreto, en el que sea relevante
el razonamiento deductivo (por ejemplo, el &mbito juridico, u otro
que tu elijas, pero distinto a las matematicas).

2. Indica, si lo conoces, algin otro ejemplo de lenguaje formal, dis-
tinto a los lenguajes légicos y los lenguajes de programacion.

3. Indica, si se te ocurre, algiin otro caso que ilustre la imbricacién
entre sintaxis y semantica en el lenguaje natural (por ejemplo, la
ambigiiedad de una palabra que pueda funcionar como verbo o
como sustantivo, dependiendo del contexto).
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4. Suponiendo, como se afirma en el tema, que el estudio de la légica
formal no ayude a mejorar nuestra habilidad para manejarnos con
el razonamiento deductivo, ;qué otro estudio, o actividad podria
ayudar?

5. Si te sobra tiempo, responde razonadamente a alguna/s de las
siguientes cuestiones, a tu eleccion:

a) ;Consideras que hay personas especialmente capacitadas, des-
de la infancia, para aprender matemaéticas (o dibujo, idiomas,
etc); o bien, todo depende de nuestra propia actitud y nues-
tro propio autoconcepto (es decir, de la intensidad con que
nos empleamos en aprender cualquiera de esas cosas)?

b) Ordena estas cuatro materias, de la mas necesaria a la menos
necesaria para el Grado en Filosofia, en tu opinién: Ldgica
formal, Historia del arte contempordneo, Filosofia oriental,
Filosofia de la inteligencia artificial.

c) Expresa tu opinién razonada sobre el eslogan “La filosofia
ayuda a pensar”, coincida o no con la opinién expresada en
el tema por el profesor de la asignatura.



Tema 4

Sintaxis de lenprop: el alfabeto y la
definicion de “férmula”

§ 4.0. ADVERTENCIAS PRELIMINARES

1. Grietas. Todo el conocimiento humano, incluida la ciencia, con-
tiene “grietas” (es decir, cosas que no terminan de estar claras,
y que con el tiempo se van ajustando), asi como errores (cosas
que se afirman durante un tiempo, pero se acaban rechazando
después). Ello afecta incluso a las matemaéticas y a la légica, y en
particular a los contenidos de este manual. Por todo ello — y por-
que el autor de este manual también es persona, y se ha podido
equivocar — ninguna de las afirmaciones que aqui se contienen
se debe tomar como una verdad indiscutible.

2. Formato facilitado. Ademas, hay que tener en cuenta que la ex-
posicién de contenidos en este manual se realiza a un nivel intro-
ductorio (sumamente facilitado), en contraste con lo que aparece
en textos de logica avanzada.

3. Variaciones. Por ultimo, también hay que tener en cuenta que
existe mucha variabilidad en los textos de légica, en cuanto a la

33
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notacion, terminologia y enfoque. Asi por ejemplo, en la eleccién
de los simbolos l6gicos, los sistemas deductivos y otros muchos de-
talles. En particular, las abreviaturas como “logforl”, “lenprop”,
etc, han sido acunadas por el autor de este manual y son exclusi-
vas del mismo. Conviene tener esto presente a la hora de consultar
otras exposiciones de esta materia.

§ 4.1. EL LENGUAJE DE LA LOGICA PROPOSICIONAL
CLASICA. LENGUAJE OBJETO Y METALENGUAJE

En este tema, vamos a presentar el lenguaje formal con el que traba-
jaremos en el presente curso, que es el lenguaje de la légica pro-
posicional clasica (abreviadamente, lenprop).

A este lenguaje lo vamos a llamar “lenguaje objeto”, porque va
a constituir uno de nuestros principales objetos de atencion durante
el presente curso.

Por contraste, al lenguaje que utilizamos para hablar de ese lengua-
je lo llamaremos “metalenguaje”. Asi pues, nuestro metalenguaje
sera el castellano, enriquecido con todos los términos técnicos y sim-
bolismos que vayamos introduciendo a lo largo del curso.

§ 4.2. INVISIBILIDAD DE LOS SIMBOLOS DE LENPROP

Una peculiaridad notable de lenprop, tal y como lo vamos a presentar
aqui, es que no vamos a ver sus simbolos en ningiin momento.
De hecho, no sabremos como son, y ello no tiene por qué ser motivo
de preocupacion.
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Lo tnico que requerimos es que haya un simbolo diferente para cada
una de las funciones que vamos a describir, y que todos ellos tengan
una forma reconocible a simple vista.

Entonces, lo que haremos para referirnos a los simbolos y las cade-
nas de simbolos de lenprop, sera utilizar nombres metalingiiisticos
(es decir, simbolos metalingiiisticos) para hablar de ellos. Esta
estrategia nos ayudara a representar los simbolos y las cadenas de
simbolos de lenprop con mayor rigor.

En particular, usaremos algunos simbolos metalingiiisticos para de-
notar simbolos concretos de lenprop. Por ejemplo, uno de los simbo-
los mas importantes de lenprop, como vamos a ver enseguida, es el
simbolo condicional. Pues bien, en este manual representaremos el
condicional mediante:

—

Ello no significa que el simbolo condicional de lenprop tenga forma
de flecha resaltada en malva, sino que ese es el modo en que nos
referiremos al simbolo condicional en el presente manual — ademas
de llamarle “simbolo condicional”.

También usaremos simbolos metalingiiisticos para denotar simbolos
genéricos, o cadenas de simbolos genéricas, de lenprop. Por ejemplo,
con frecuencia usaremos el simbolo

A

para representar una féormula cualquiera de lenprop.

Pues bien, en ese caso, A no denota un simbolo concreto de len-

prop, ni una cadena concreta de simbolos de lenprop. En ese caso, A
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denota cualquier cadena que cumpla con las condiciones para consti-
tuir una formula. Enseguida veremos cudales son esas condiciones.

De cualquier modo, si a alguien le incomoda la idea de no poder
ver los simbolos de nuestro lenguaje objeto, y necesita representarse-
los visualmente en su mente, hay una solucién muy sencilla. Basta
con imaginarse que los simbolos de lenprop tienen la misma forma
que los simbolos metalingiiisticos que utilizamos para denotarlos. Asi,
podemos imaginar que el simbolo condicional realmente tiene forma
de flecha resaltada en malva, y lo mismo con el resto de simbolos que
vamos a ir introduciendo.

No hay ningun problema en imaginarse esto, siempre que recorde-

mos que es una mera estrategia heuristica. Estrictamente hablando,
los simbolos de lenprop no estan a la vista, y no sabemos cémo son.

§ 4.3. EL ALFABETO DE LENPROP

El lenguaje de la légica proposicional, tal y como lo vamos a presentar
en este curso, consta de tres tipos de simbolos: simbolos proposiciona-
les, conectivas y paréntesis.

Los simbolos proposicionales (abreviadamente, simprops) son:

P q r S t

P1 P2 p3 ... (y asf hasta el infinito)

(donde p; selee “pe sub uno”, o méas abreviadamente, “pe uno”),

Las conectivas son cinco:



LOGICA FORMAL 1 (LOGICA PROPOSICIONAL) 37

El simbolo de negacion: —

El simbolo de conjuncion: A

El simbolo de disyuncién: v

El simbolo condicional: —

El simbolo bicondicional: DS

Y los paréntesis son dos:

= El paréntesis izquierdo: (

= El paréntesis derecho: )

A las conectivas las llamaremos “simbolos 16gicos”, mientras que
al resto de simbolos (es decir, a los simbolos proposicionales y a los
paréntesis) los llamaremos “simbolos no légicos” (o “simbolos
extra-16gicos”).

§ 4.4. LA DEFINICION DE FORMULA DE LENPROP

A continuacién, introducimos otra definicién clave en este curso, que

es la nocién de férmula de nuestro lenguaje formal (abreviadamente,
fla).

Dicha definicién consta de seis “clausulas recursivas”, asi llama-
das porque estan imbricadas unas con otras, y su uso combinado da
lugar a férmulas mas y mas complejas.

1. Cualquier simbolo proposicional que aparezca solo, constituye
una férmula atémica (abreviadamente, fla atém).
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2. Si A es cualquier férmula, entonces — A es otra férmula, lla-
mada “negacion”.

A continuaciéon, si A y B son cualesquiera formulas, entonces:
3. (A A B) esotra férmula, llamada “conjuncién”.
4. (A v B) es otra formula, llamada “disyuncién”.
5. (A — B) es otra férmula, llamada “condicional”.

6. (A < B) esotra férmula, llamada “bicondicional”.

§ 4.5. EJEMPLOS DE FORMULAS ATOMICAS

Dada la definicién anterior, son ejemplos de férmulas atémicas de len-
prop las expresiones:

D5 t D27 S q D135

Sin embargo, no es un ejemplo de formula atémica de lenprop la
expresion:

%)

ya que ¢ no denota ningun simbolo del alfabeto de lenprop.
Tampoco es un ejemplo de féormula atomica de lenprop la expresion:

Sq
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ya que s4 tampoco forma parte del alfabeto de lenprop (de acuerdo

con la definicién §/4.3|, solo la letra p con subindices denota simbolos

proposicionales).

Y por ultimo, tampoco son ejemplos de féormulas atomicas de len-
prop las expresiones

pp (p) p—q

La razén es que en estas expresiones aparecen simbolos proposicionales
de lenprop junto con otros simbolos del alfabeto, pero no aparece un
simbolo proposicional solo.

§ 4.6. EJEMPLOS DE NEGACIONES

Por su parte, son ejemplos de negaciones de lenprop todas las expre-
siones siguientes:

—Ds —P135 —t ——t ———

De la férmula ——t decimos que es una “doble negacion” (y lo mismo

con férmulas similares). De la féormula ———t decimos que es una
“triple negacion” (y lo mismo con férmulas similares).

Otros ejemplos de negaciones de lenprop son las expresiones:
—(p A s) —(qvq) —(q < ps)

Sin embargo, no son ejemplos de negaciones de lenprop las expre-
siones:

| i B | _|@
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La razén es que el simbolo de negacion tiene que ir antepuesto a una
formula, v en estos tres casos no ocurre asi: en el primer ejemplo,
el simbolo de negaciéon no va antepuesto a nada; y en los otros dos
ejemplos, va antepuesto a una expresion que no es una féormula.

Tampoco son negaciones de lenprop las expresiones:

P P135— (p A S)ﬁ

porque el simbolo de negacion tiene que ir antepuesto a una férmula,
y en estos casos aparece detras.

§ 4.7. EJEMPLOS DE CONJUNCIONES

A su vez, son ejemplos de conjunciones de lenprop las expresiones:
(» A q) (A D) (=ps A =(aVvaq))
Pero no es un ejemplo de conjuncién la expresion:

(pvaq)

porque no contiene el simbolo A .Y tampoco es un ejemplo de con-
junciéon la expresion

(pA—)

porque en ella aparece el simbolo A , pero no conecta dos féormulas.

§ 4.8. EJEMPLOS DE DISYUNCIONES, CONDICIONA-
LES Y BICONDICIONALES
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A su vez, son ejemplos de disyunciones de lenprop las expresiones:

(pvaq) (p v p) (=ps v =(qVva))

Son ejemplos de condicionales de lenprop las expresiones:

(p—q) (p—p) (=ps — —(qvq))

Y son ejemplos de bicondicionales de lenprop las expresiones:

(p<q) (p < p) (=ps < —(qgvq))

§ 4.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1.

Pon algun otro ejemplo que se te ocurra de la distincién entre
lenguaje objeto y metalenguaje, aunque sea en un contexto que
no tenga nada que ver con la légica.

Explica con tus propias palabras la diferencia que existe entre
la flecha resaltada en malva ( — ) y el simbolo condicional de
lenprop.

Pon un ejemplo de expresion que constituya una féormula atémica
de lenprop.

Pon un ejemplo de expresién que no constituya un féormula atomi-
ca de lenprop, y explica por qué no lo es.

Pon un ejemplo de expresion que constituya una negacion de
lenprop.
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6. Pon un ejemplo de expresion que no constituya una negaciéon de
lenprop, y explica por qué no lo es.

7. Pon un ejemplo de expresién que constituya un condicional de
lenprop.

8. Pon un ejemplo de expresion que no constituya un condicional
de lenprop, y explica por qué no lo es.

9. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Pon ejemplos de expresiones que constituyan conjunciones,
disyunciones y bicondicionales.

b) Pon ejemplos de expresiones que no constituyan conjuncio-
nes, disyunciones o bicondicionales.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.



Tema 5

Sintaxis de lenprop: estructura de las
formulas compuestas

§ 5.0. ADVERTENCIAS PRELIMINARES

1. Grietas. Todo el conocimiento humano, incluida la ciencia, con-
tiene “grietas” (es decir, cosas que no terminan de estar claras,
y que con el tiempo se van ajustando), asi como errores (cosas
que se afirman durante un tiempo, pero se acaban rechazando
después). Ello afecta incluso a las matemaéticas y a la légica, y en
particular a los contenidos de este manual. Por todo ello — y por-
que el autor de este manual también es persona, y se ha podido
equivocar — ninguna de las afirmaciones que aqui se contienen
se debe tomar como una verdad indiscutible.

2. Formato facilitado. Ademas, hay que tener en cuenta que la ex-
posicién de contenidos en este manual se realiza a un nivel intro-
ductorio (sumamente facilitado), en contraste con lo que aparece
en textos de logica avanzada.

3. Variaciones. Por ultimo, también hay que tener en cuenta que
existe mucha variabilidad en los textos de légica, en cuanto a la

43
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notacion, terminologia y enfoque. Asi por ejemplo, en la eleccién
de los simbolos l6gicos, los sistemas deductivos y otros muchos de-
talles. En particular, las abreviaturas como “logforl”, “lenprop”,
etc, han sido acunadas por el autor de este manual y son exclusi-
vas del mismo. Conviene tener esto presente a la hora de consultar
otras exposiciones de esta materia.

§ 5.1. FORMULAS COMPUESTAS

Como hemos visto en el tema anterior, las férmulas atomicas de len-
prop estan constituidas por una unica letra proposicional, mientras
que los restantes tipos de formulas (negaciones, conjunciones, etc) son
expresiones mas complejas.

Por esa razén, a las formulas de lenprop que no son atémicas, las
llamamos “férmulas compuestas”. Pues bien, ahora vamos a tratar
brevemente de la estructura de las férmulas compuestas, introduciendo
una terminologia que nos serd de gran ayuda para manejarnos con
ellas.

§ 5.2. ESTRUCTURA DE LAS NEGACIONES

Como hemos explicado en el tema anterior, una negacion de lenprop
tiene la forma —A , donde A es, a su vez, una férmula de lenprop.

Pues bien, en este contexto, decimos que el simbolo de negacién
que aparece delante es la “conectiva principal” de esta féormula.
Y decimos también que su “alcance” es la férmula A . Por ltimo,
de esta férmula decimos asimismo que es la “férmula negada” en

—A .
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En definitiva:

(4]
||

conectiva principal alcance de la conectiva principal
(aparicién inicial de — ) (formula negada)

Asi por ejemplo, en la férmula —p , la conectiva principal es —

(en su primera y unica aparicién), y el alcance de dicha conectiva es
la formula p :

- 7]
||

‘ conectiva principal ‘ alcance de dicha conectiva

Ademas, decimos que la “férmula negada” en —p es la férmula p .

Por su parte, en la formula ———t , la conectiva principal es —
en su primera aparicion, y el alcance de dicha conectiva es la férmula

——t

| —|—|t

conectiva principal ‘ alcance de dicha conectiva

Ademas, decimos que la ——t es la “férmula negada” en ———t .

Por 1ltimo, en la formula —(q < ps) , la conectiva principal es —
(en su primera y unica aparicién), y el alcance de dicha conectiva es

la férmula (g < ps) :
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—|(q < ps)

conectiva principal alcance de dicha conectiva

Naturalmente, de la formula (g <> p;) decimos que es la “férmula

negada” en —(q < ps) .

§ 5.3. ESTRUCTURA DE LAS CONJUNCIONES

Como también explicamos en el tema anterior, una conjuncion de
lenprop tiene la forma (A A B), donde A y B son, a su vez,
férmulas de lenprop.

Pues bien, en este contexto, decimos que el simbolo de conjuncién
que aparece entre A y B es “la conectiva principal” de esta
formula. También decimos que “el alcance” de dicha férmula com-
prende las féormulas A y B . Y por ultimo, a la formula A la
llamamos “el primer conyunto” de la conjuncién, y a la férmula
B la llamamos ‘“el segundo conyunto” de la conjuncion.

En definitiva:

conectiva principal

((4) A (B))
| |

alcance de la conectiva princi- alcance de la conectiva princi-
pal (primer conyunto) pal (segundo conyunto)
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Asi por ejemplo, en la férmula

(—=ps A —=(q v q))

la conectiva principal es A (en su tnica aparicién), y el alcance de

dicha conectiva son las formulas —ps v —(q v q) :

conectiva principal

(P9 ~ (2lav 9))
| |

alcance de la conectiva princi-
pal (segundo conyunto)

alcance de la conectiva princi-
pal (primer conyunto)

§ 5.4. ESTRUCTURA DE LAS DISYUNCIONES

La estructura de disyunciones es similar, poniendo:

conectiva principal

((4) v (B))
| |

alcance de la conectiva princi- alcance de la conectiva princi-
pal (primer disyunto) pal (segundo disyunto)
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§ 5.5. ESTRUCTURA DE LOS CONDICIONALES

También es similar la estructura de los condicionales, poniendo:

conectiva principal

|
((4) - (B)

alcance de la conectiva princi- alcance de la conectiva princi-
pal (antecedente) pal (consecuente)

§ 5.6. ESTRUCTURA DE LOS BICONDICIONALES

Y por ultimo, también la estructura de los bicondicionales es similar

a las anteriores, poniendo:

conectiva principal

((4) - (B))
| |

alcance de la conectiva princi- alcance de la conectiva prin-
pal (primer término del bi- cipal (segundo término del
condicional) bicondicional)

§ 5.7. SUBFORMULAS
Dada cualquier negacién, —A , decimos que la férmula negada, A ,es

una “subférmula” (abreviadamente, “subfla”) de la férmula —A .
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Asimismo, dada cualquier conjuncion, A A B , decimos que los

(13

conyuntos A y B son “subférmulas” (abreviadamente, “sub-

flas”) de la férmula A A B .

Y otro tanto decimos de las disyunciones, condicionales y bicondi-
cionales.

Por ultimo, si A tiene como subféormula a B ,y B tiene como

subformula a C' |, entonces también C' es una subféormula de A .
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§ 5.8. DESCOMPOSICION

A veces, nos interesa descomponer una féormula en todas las subférmu-
las que la componen. Al hacerlo, vamos realizando sucesivas descom-
posiciones, hasta que no se pueda seguir mas.

Asi por ejemplo, la formula

_|_|_|t

se descompone en las siguientes tres subférmulas:

——t ) 0

Y por su parte, la formula —(g <> p5) se descompone en la subfla:

(q < ps)

que a su vez se descompone €11:

q Ps

Por consiguiente, la férmula
—(q < ps)
se descompone en las tres subformulas:

(q < ps) q D5

Y por tdltimo, la férmula

(—=ps A (g Vv q)

se descompone sucesivamente en las subformulas
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—ps  (qVvq)
D5 q

Como vemos, a la base de la descomposicion de cualquier formu-
la compuesta estan los simbolos proposicionales. Efectivamente, estos
simbolos son las piezas mas basicas e imprescindibles en la construc-
cion de férmulas — algo asi como los “ladrillos” en una obra, que
después se han de “pegar” unos a otros con la “argamasa”’ que supo-
nen las conectivas.

§ 5.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Pon un ejemplo de férmula que contenga dos conectivas distintas.
Indica qué tipo de férmula es (es decir, si se trata de una negacion,
o una conjuncion, etc). Rodea su conectiva principal, e indica cuél
es su alcance.

2. Repite el ejercicio anterior, pero esta vez con una férmula que
contenga tres conectivas distintas, una de las cuales aparezca dos
veces.

3. Repite el ejercicio anterior, pero esta vez con una férmula que
contenga tres conectivas distintas, dos de las cuales aparezcan
dos veces.

4. Para cada una de las formulas anteriores, indica todas las subférmu-
las en las que se pueden descomponer, hasta llegar a los simbolos
proposicionales.
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5. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Haz un resumen muy sindptico de este tema, con tus propias
palabras.

b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 6

Sintaxis de lenprop: alcances y
supresion de paréntesis

§ 6.1. IDENTIFICACION DE ALCANCES

Con frecuencia, necesitamos conocer el alcance de las diversas conecti-
vas que aparecen en el interior de una férmula compuesta. Por ejemplo,
ya vimos en §[5.2] que el alcance de la primera aparicién del simbolo
de negaciéon en la férmula ———t | es la formula ——t :

i | _|_|t

conectiva principal ‘ alcance de dicha conectiva

Pues bien, el alcance de la sequnda aparicion del simbolo de nega-
cion, en esa misma formula, es la formula —t :

_|

conectiva interior ‘ alcance de dicha conectiva

23
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Y el alcance de la tercera aparicion del simbolo de negacién, en esa
misma férmula, es la formula atémica ¢ :

-3

conectiva interior alcance de dicha conectiva

Ahora, veamos otro ejemplo. En la féormula

(—=ps A (g Vv q)

el alcance del simbolo de disyuncién son los dos disyuntos, es decir, la
formula ¢ que aparece repetida, a ambos lados de v. Esto es:

conectiva interior

|
(=ps A (@) v (2))
|

alcance de esa conectiva alcance de esa conectiva (se-
(primer disyunto) gundo disyunto)

§ 6.2. ABREVIATURAS: REGLAS DE SUPRESION DE
PARENTESIS

A veces, en vez de decir “Verénica” decimos “Vero”, y en vez de decir
“Federico” decimos “Fede”. Pues bien, con el mismo espiritu, vamos
a introducir algunas reglas de supresion de paréntesis en los nombres
metalingiiisticos de las férmulas de lenprop, a fin de agilizar nuestro
manejo con ellas.
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1. Supresion de paréntesis exteriores. Cuando una conjunciéon
(A A B) se nombre sola, suprimimos los paréntesis exteriores,

poniendo sencillamente:

AANB

Lo mismo hacemos con disyunciones, condicionales y bicondicio-
nales, cuando estas férmulas se nombran solas:

Av B A—-B A< B

2. Conjunciones iteradas. Dadas cualesquiera férmulas A, B y
C' de lenprop, abreviamos la conjuncién iterada A A (B A C)

poniendo sencillamente:

AABAC

3. Disyunciones iteradas. De igual modo, dadas cualesquiera flas
A, By C delenprop, abreviamos la disyuncién iterada A v (B v C) ,

poniendo sencillamente:

Av BvC(C

4. Conjuncion y disyunciéon ligan mas fuerte. Dadas cuales-
quiera féormulas A, B y C' de lenprop,

abreviamos A — (B A C) mediante: A— B AC

De este modo, al suprimir los paréntesis en torno a A , en-
tendemos que esta conectiva “liga mas fuerte”, por asi decirlo,
que — .
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Otro tanto hacemos cuando A aparece en el antecedente:

abreviamos (A A B) — C) mediante: AA B — C

Por lo tanto, aqui también se entiende que A “liga mas fuer-
te” que — .

Por su parte, cuando se combinan — y v , hacemos lo mis-
mo: entendemos que v liga mas fuerte que — .

Por consiguiente:

abreviamos A — (B v C) mediante: A — Bv C

” (Av B) - C) ” AvB—C

Y exactamente lo mismo hacemos cuando A y v se combi-
nan con <> . También en estos casos entendemos que A y Vv
ligan mas fuerte que < , de tal modo que:

abreviamos A < (B AC) mediante: A< BAC
7 (AAB) - C 7 AAB o C
7 A— (Bv(O) 7 A-BvC

” (Av B) < C) ” AvBoC
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§ 6.3. EJEMPLOS

Un ejemplo de férmula de lenprop en cuyo nombre hemos aplicado
varias de estas convenciones, es la siguiente:

pAgQAT —> SV

Pues bien, si restauramos todos los paréntesis suprimidos, obtendriamos:
((pA(gar)) — (snt))

Sin embargo, a la férmula A — (B — C') no le podemos quitar el
paréntesis interior, porque no se le aplica ninguna de estas reglas.

Y alaférmula A A (B — C) , tampoco le podemos quitar el parénte-
sis interior, porque tampoco se le aplica ninguna de estas reglas.

§ 6.4. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Pon un ejemplo de férmula compuesta que tenga al menos 12 ca-
racteres (es decir, al menos 12 apariciones de simbolos, contando
repeticiones y paréntesis).

2. Para la féormula propuesta, elige una conectiva interior e indica
cual es su alcance.

3. Repite los ejercicios anteriores, pero esta vez con una férmula que
tenga al menos 18 caracteres.
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. Pon un ejemplo de féormula a la que se pueda aplicar la primera

regla de supresién de paréntesis (la supresion de paréntesis exte-
riores), e indica cudl es el resultado de abreviarla de esa manera.

. Repite el ejercicio anterior, pero esta vez respecto a la segunda

regla de supresién de paréntesis.

. Repite el ejercicio anterior, pero esta vez respecto a la tercera

regla de supresion de paréntesis.

. Repite el ejercicio anterior, pero esta vez respecto a la cuarta

regla de supresién de paréntesis.

. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-

nes, a tu eleccion:

a) Haz un resumen muy sinéptico de este tema, con tus propias
palabras.

b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 7

Semantica veritativo-funcional:
bivalencia y reglas de valoracion

§ 7.1. EL PRINCIPIO DE BIVALENCIA

El lenguaje de la logica proposicional es un lenguaje formal, porque lo
hemos definido completamente, en su alfabeto y su sintaxis (es decir,
las reglas de combinacién de simbolos), sin hacer referencia a ninguna
interpretacion suya.

Sin embargo, para que este lenguaje nos sea de utilidad, tenemos
que interpretarlo de alguna manera. Pues bien, aqui vamos a explo-
rar la principal forma de interpretar este lenguaje, que es la llamada
“semantica veritativo-funcional” (o “semdntica vf”  para abre-
viar).

La semantica vf pone en relacion dos cosas: por una parte, férmulas
de lenprop; y por otra, los llamados “valores de verdad” (es decir,
verdadero y falso, la verdad y la falsedad).

En este curso no vamos a detenernos a investigar qué es la verdad
y qué es la falsedad. Nos conformaremos con la comprensién intuitiva

29
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de que hay proposiciones que son verdaderas (por ejemplo, La Tierra
es un planeta) y otras que son falsas (por ejemplo, Murcia es la ciudad
mas grande de Espana).

Ello presupone un trasfondo que en buena medida es discutible y
esta por descubrir; pero aqui no vamos a detenernos a explorarlo. Nos
limitaremos a suponer — es decir, a dar por sentado — que algunas
proposiciones son verdaderas y otras falsas. Y sobre esa base, iremos
asignando [a verdad (abreviadamente, “V”), o la falsedad (abreviada-
mente, “F”), a cada una de las férmulas de lenprop.

En todo caso, la semantica vf es bivalente, porque en cada inter-
pretacion, cada una de las flas de lenprop resultara ser, o bien ver-
dadera, o bien falsa. A este presupuesto se le llama “principio de
bivalencia”, y es uno de los pilares fundamentales de la 16gica
clasica.

§ 7.2. REGLAS DE VALORACION SEMANTICA

A los valores de verdad (V y F) se les llama también “valores verita-
tivos”. De ahi viene la expresion “semantica veritativo-funcional”.

La otra parte de la expresién (“funcional”) hace referencia a que
los valores de verdad de las féormulas compuestas se asignan en fun-
cion de los valores de sus subformulas. A su vez, los valores de estas
subférmulas se asignan en funcion de los valores de las subférmulas
mas pequenas que contengan, y asi hasta llegar a las férmulas atémicas
(es decir, a los simbolos proposicionales).

De este modo, el valor de verdad de una férmula compuesta estara
en funcién del valor de verdad de los simbolos proposicionales que
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aparezcan en ella — asi como de la combinacién de estos simbolos
con las diferentes conectivas. Y para realizar esa asignacién, hay unas
pautas (o reglas de valoracién semadntica), que son las que vamos
a exponer a continuacion.

Teniendo en cuenta todo esto, definimos una interpretaciéon pro-
posicional (abreviadamente, intprop) como una asignacién de va-
lores de verdad a las formulas de lenprop, de acuerdo con las siguien-
tes clausulas recursivas:

1. Férmulas atomicas. Si A es una férmula atémica (es decir,
un simb prop), entonces una intprop I le asignara un valor de
verdad, verdadero o falso. Abreviadamente:

[Si A es una fla atém, entonces I( A )=V o I( A) :IFJ

2. Negaciones. Sea A es cualquier formula. Entonces, si una int-
prop [ asigna a la féormula A el valor V, le asignara a la férmula

—A el valor F; y viceversa.

Es decir:

A continuacién, sean A y B cualesquiera formulas.

3. Conjunciones. Una intprop I asignard a la formula A A B el
valor verdadero, si asigna el valor verdadero tanto a la féormula
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A como a la féormula B ; en cualquier otro caso, I asignara a

la fé6rmula A A B el valor falso.

Es decir:

V sil(A)=VyI(B)=V
I(AAB)=
[F en cualquier otro caso

. Disyunciones. Una intprop [ asignara a la féormula A v B el

valor verdadero, si asigna el valor verdadero a la férmula A , o
a la formula B , o a ambas; en cualquier otro caso, I asignara a

la formula A v B el valor falso.

Es decir:

V sil(A)=VolI(B)=V
I(AvB)=
[F  en cualquier otro caso

. Condicionales. Una intprop I asignara a la formula A — B el

valor falso, si asigna a la formula A el valor verdadero y asigna
a la férmula B el valor falso; en cualquier otro caso, I asignara

a la formula A — B el valor verdadero.

Es decir:
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F sil(A)=VyI(B)=F
I(A—->B) =
V en cualquier otro caso

6. Bicondicionales. Una intprop [ asignard a la féormula A < B
el valor verdadero, si asigna el mismo valor a las formulas A

y B (es decir, si les asigna a las dos el valor verdadero, o les
asigna a las dos el valor falso); en caso contrario, I asignard a la

formula A < B el valor falso.

Es decir:

V sil(A)=I(B)
(Ao B)=
F en caso contrario

§ 7.3. SATISFACCION

Dicho todo esto, al valor que una interpretacién proposicional I asigna
a una férmula A , lo llamamos también “el valor de A bajo I”.

Asimismo, si este valor es V, decimos que I “hace Va A7, o que

I “satisface” A .Y esto lo abreviamos mediante el signo de “puerta
giratoria doble” con el subindice “PROP”, poniendo:

[ }:PROP
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Por su parte, si el valor que [ asigna a una férmula A es F,

entonces decimos que I “hace Fa A 7, o que I “no satisface” A .
Y esto lo abreviamos mediante el signo anterior, pero tachado, asi:

[ %PROP A

Usando esta terminologia, podemos decir que una intprop I hace
V a una féormula condicional A — B , cuando sucede que si I hace V

al antecedente (A ), entonces también hace V al consecuente ( B ).

Del mismo modo, podemos decir que una intprop I hace V a una
formula bicondicional A < B , cuando sucede que I hace Va A si

y solo si hace Va B .

Asi se entiende mejor que — y <« se llamen “simbolo condicio-
nal” y “simbolo bicondicional” respectivamente.

Finalmente, también es bastante obvio que una intprop I hace V
a un bicondicional A < B , cuando sucede que [ hace V a los con-

dicionales en los dos sentidos, A - B y B — A . Por consiguiente,

el bicondicional A <> B sera verdadero exactamente en los mismos
casos en que lo sea la conjuncion:

(A— B) A (B— A)

§ 7.4. EJEMPLOS DE VALORACIONES SEMANTICAS

Sea I una intprop tal que:

»I(p)=V
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= I(q)=F
= I(ps)=F

Pues bien, en ese caso, aplicando la clausula 2 de la definicién an-
terior, tendremos:

I(=p)=F I(=ps )=V

I(~t =F I[(——t)=V I[(———t)=F

Por su parte, aplicando la clausula 6 de la definicién anterior, y
teniendo en cuenta que I( ¢ ) =F e I( p; ) = F, tendremos:

I(geps )=V

Y por consiguiente, aplicando la clausula 2:

I( ~(geops) ) =F

Aplicando ahora las clausulas 2, 3 y 4 de esta misma definicion,
tendremos:

I(gvg)=F I(=(gvg))=V I(-pA—(gvg )=V

Y finalmente, aplicando las clausulas 2 y 5, tendremos:

I(ps—>qvgqg)=V
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Notese que, por la regla de supresién de paréntesis que introdujimos
en el tema anterior, la disyuncién liga méas fuerte que el condicional,

con lo cual esta férmula ha de leerse: ps — (¢ v q)

Naturalmente, si tomamos otra interpretacion diferente, que asigne
otros valores a nuestras cuatro féormulas atomicas

P q 14 D5

entonces podrian cambiar, a su vez, los valores de todas las féormulas
compuestas en las que estas formulas atémicas aparecen.

§ 7.5. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Propén una intprop J para los simbolos proposicionales p , ¢,

r v s .Esdecir, especifica, para cada una de estas cuatro férmu-
las atémicas, cudl es su valor (V o IF) bajo J, a tu eleccién. (Puedes
elegir el valor que quieras para cada férmula.)

2. Especifica cudl es el valor de la negacion de cada una de esas
cuatro féormulas bajo J. Es decir, especifica

J(—p) J(—q) J(=r) J(=s)
3. Basandote en tus respuestas anteriores, especifica:
J(pnrg) J(rvs) Jip—r) J(ges)
4. Basandote en tus respuestas anteriores, especifica:

J(=p—=pnrqg) J(=(rvs)) J(lp=r)rlges))
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Recuerda que la disyuncion liga mas fuerte que el condicional, por
lo que la primera de estas formulas ha de leerse: —p — (p A q) .

5. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Razona detalladamente lo que se apunta al final de § .
que una intprop I hace V a

A< B
exactamente en los mismos casos en que a

(A— B) A (B— A)

b) Especula libremente, pero de forma breve, sobre cémo seria
una légica “no bivalente”.

¢) Haz un resumen muy sindéptico de este tema, con tus propias
palabras.

d) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

e) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 8

Semantica veritativo-funcional:
validez y consecuencia lagica

§ 8.1. TAUTOLOGIAS

La semantica vf tiene una curiosa consecuencia: algunas formulas de
lenprop resultan verdaderas bajo cualquier interpretacion.

El ejemplo por antonomasia es:
pv —p

En efecto, dadas las reglas de valoracién semantica que vimos en
§[7.2] , para cualquier intprop I tenemos que:

(a) Si I( p ) =V, entonces, por la clausula 4 de las reglas de valora-

cién, sucede que I( pv —p ) = V.

(b) Pero si I( p ) = F, entonces, por la clausula 2 de las reglas de
valoracion, sucede que I( —p ) = V. Y por consiguiente, aplican-

do de nuevo la clausula 4 de las reglas de valoracion, tendremos
igualmente I( pv —p ) = V.

68
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En definitiva, la formula p v —p resulta verdadera bajo cual-
quier interpretacion proposicional, y para expresar esto decimos
que es una “tautologia”, o que es “tautolégica” (abreviadamente,
“taut”). También decimos que es una “ley légica a nivel de la
l6gica proposicional” (o que es una “ley de la légica proposi-
cional”.

Otro tanto ocurre, obviamente, si en lugar de p ponemos cualquier

otro simbolo proposicional (como ¢ , etc).

Y también son tautologias muchas otras féormulas de lenprop, como
por ejemplo:

p—D p < ——p (prq) v =(pnrq)

En efecto, de cada una de esas férmulas, es facil comprobar que resulta
verdadera para cualquier interpretacion.

Por ultimo, de las tautologias decimos también que son “verdades
légicas de la légica proposicional”, o “férmulas légicamente
validas de la l6gica proposicional”.

§ 8.2. CONTRADICCIONES

Reciprocamente, hay también férmulas de lenprop que resultan falsas
bajo cualquier interpretacion. En este caso, el ejemplo por antonomasia
es:

b A Tp

En efecto, dadas las reglas de valoracién semantica que vimos en
§[7.2] , es obvio que para cualquier interpretacién I:
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(a) Si I( p ) = V, entonces tendremos I( —p ) = F. Y por consi-

guiente, por la clasula 3 de las reglas de valoracion, tendremos
I(pa—p)=F.

(b) Pero si I( p ) = F, entonces directamente (por misma clausula

3), tendremos I( p A —p ) = F.

En definitiva, la férmula p A —p resulta falsa bajo cualquier
interpretacion proposicional, y para expresar esto decimos que es
una “contradiccién”, o que es “contradictoria” (abreviadamente,
“contrad”).

La férmula p A —p (o con cualquier otro simbprop, ¢ , etc) cons-
tituye la contradiccién por antonomasia, es decir, la mas reconocible
en lenprop.

Sin embargo, no es dificil encontrar otras contradicciones en este
lenguaje (esto es, otras férmulas que también son falsas bajo cualquier
intprop). Por ejemplo:

pe —p —p A =P (prg) A —(pnrq)

De cada una de esas férmulas, es facil comprobar que resulta falsa
para cualquier interpretacion.

Finalmente, de las contradicciones decimos también que son “férmu-
las insatisfacibles en légica proposicional”, o “férmulas 16gi-
camente falsas en l6gica proposicional”.
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§ 8.3. SATISFACIBILIDAD DE UNA FORMULA

Si A esuna férmula de lenprop, decimos que A es “satisfacible en
l6gica proposicional” si existe alguna interpretacion proposicional
que la satisface (es decir: si existe alguna intprop I, tal que I( A ) =
V).

Naturalmente, cualquier fla de lenprop que no sea una contradic-
cion, serd satisfacible. Ello incluye las tautologias, pero también mu-
chas otras formulas de este lenguaje, que resultan verdaderas en algu-
nas interpretaciones, pero no en todas.

Como ejemplos de férmulas satisfacibles de lenprop podemos senalar
las siguientes:

p—p pv—p p q pVvq

Las dos primeras son tautologias. Las otras tres son simplemente sa-
tisfacibles, pero no tautoldgicas.

§ 8.4. CONJUNTOS Y PERTENENCIA

A un grupo de ovejas que pastan juntas lo llamamos “rebano”. A un
grupo de abejas que vuelan juntas lo llamamos “enjambre”.

Pues bien, con este mismo espiritu, hablamos a veces de “un con-
junto” de objetos (los que sean), y expresamos que un determinado
objeto “pertenece” a ese conjunto, mientras que otro objeto “no
pertence”. A veces abreviamos la palabra, y escribimos simplemente
“cjto”.

Ademas, para exhibir los objetos que pertenecen a un conjunto, uti-
lizaremos la llamada “notacion de llaves”. Asi por ejemplo, podemos
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especificar el conjunto de provincias de Aragén, poniendo:
Aragén = {Zaragoza, Huesca, Teruel }

Incluso si un conjunto es infinito, se puede a veces dar a entender
cuales son sus elementos, mostrando unos pocos. Asi por ejemplo, es
habitual caracterizar el conjunto N de los nimeros naturales, ponien-

do:
N={0,12 ...}
(donde esta claro que la serie continta 3,4,5,6,..., y asi hasta el

infinito).

Por 1ltimo, si D es un conjunto y el objeto a pertenece al mismo,
entonces pondremos, para abreviar,

a€ D

Y si b es un objeto que no pertenece al conjunto D, entonces lo que

pondremos es:
bé¢ D

Por consiguiente, dados los ejemplos anteriores, podemos decir que:

Zaragoza € Aragon Murcia ¢ Aragon

3N

7eN Z
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§ 8.5. SATISFACCION DE UN CONJUNTO DE FORMU-
LAS

Sea ahora D un conjunto de féormulas de lenprop, y sea I una inter-
pretacion proposicional. Entonces, decimos que I “satisface” D, si
satisface todas y cada una de las formulas de D. Esto lo abreviamos
mediante el signo de la puerta giratoria doble:

I'e, .. D si y solo si I'=, .. A paracualquier la A € D

Por el contrario, si existe al menos una fla en D que la intprop
I no satisface, entonces decimos que I “no satisface” D, lo cual
abreviamos mediante el signo de puerta giratoria doble, pero tachado:

I %PROPD si y solo si I %PROP A para alguna fla A €D

Asi por ejemplo, tomemos el siguiente conjunto de férmulas:
Dl = {pa q, —Tr }

Pues bien, una interpretacion que satisface ese conjunto es, obviamen-
te:
[1(]?):V [1(q):V Il(T’)Z]F

Mientras que una interpretacién que no lo satisface es, por ejemplo:

Ig(p):IF [Q(Q)ZV IQ(T):F

Ahora tomemos otro conjunto de férmulas:

Dy={pvgvr, —p, —q}
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Pues bien, en este caso, una intprop que satisface este otro conjunto
es la siguiente:

Iy(p)=F I3(q)=F Ii(r )=V

Mientras que una intprop que no lo satisface es:

ILi(p)=F Ii(q)=F L(r)=F

§ 8.6. SATISFACIBILIDAD DE UN CONJUNTO DE FORMU-
LAS

A continuacién, decimos que un conjunto de férmulas de lenprop D
es “satisfacible en légica proposicional” (abreviadamente, “sat
logprop”) cuando existe alguna interpretaciéon proposicional que lo
satisface.

Los dos ejemplos anteriores, Dy y Do, son obviamente satisfacibles.

Otro ejemplo de conjunto de féormulas satisfacible es:

Dy ={pvgvr, p}

En efecto, es inmediato darse cuenta de que cualquier interpretacion
en la que p sea V, también hara V a la férmula pv g v r (y por

consiguiente, a todo el conjunto Ds).

Por tultimo, decimos que un conjunto de férmulas de lenprop es
“insatisfacible en légica proposicional” (abreviadamente, “in-
sat logprop”) cuando no es satisfacible, es decir, cuando no existe
ninguna interpretacion proposicional que haga verdaderas a todas sus
formulas.
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Un ejemplo obvio de conjunto de férmulas insatisfacible es:

Dy={p, —p}

En efecto, dada la definicién de interpretaciéon proposicional, es claro
que no puede haber ninguna interpretacién que haga verdaderas a las
formulas p y —p .

Y otro ejemplo — también bastante claro — de conjunto de férmu-
las insatisfacible, es:

D5:{pVQ7 - P, _'Q}

En efecto, si una interpretacion hace V a p v q , entonces tendra que
hacer Va p oa ¢,y por tanto hard [F a alguna de las formulas —p

0o —q .

§ 8.7. CONSECUENCIA LOGICA

Dadas dos férmulas A y B de lenprop, decimos que “la férmula

B es consecuencia léogica de la formula A en légica pro-
posicional” (abreviadamente, “consec logprop”), cuando sucede

que cualquier interpretacién proposicional que satisfaga A ,

también satisface B .

Cuando ocurre esto, también decimos que “ B se sigue de A

en léogica proposicional”, o que “el argumento de A a B
es valido en légica proposicional”. Y este hecho lo abreviamos
poniendo:

A |:PROP
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En caso contrario (es decir, cuando B no es consecuencia logica

de A ), ponemos:

A %PROP B

Asi por ejemplo, es facil darse cuenta de que:
PAL Fooe P

En efecto, si una interpretacion satisface p A ¢ , también tiene que

satisfacer p . Por lo tanto, p es consecuencia logica de p A q .

Por otra parte, también es facil ver que:

PVa . P

En efecto, puede haber una interpretacion que satisfaga p v q y no
satisfaga p (basta con que satisfaga ¢ ). Por consiguiente, p no es

una consecuencia logica de p v q .

Por ultimo, dada una formula A y un conjunto de férmulas D, de-

cimos que “la férmula A es consecuencia logica del conjunto D
en légica proposicional” ((abreviadamente, “consec logprop”),
cuando sucede que cualquier interpretacion proposicional que
satisfaga el conjunto D, también satisface la formula A.

En este caso, también decimos que “ A se sigue de D en légica

proposicional”, o que “el argumento de D a A es valido en
l6gica proposicional”. Y este hecho lo abreviamos poniendo:

D ):PROP A
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En caso contrario (es decir, cuando A no es consecuencia légica
de D), ponemos:
D %PROP A

Los siguientes casos son ejemplos bastante obvios de una cosa y de
otra:

{p, p—>q} B, 4

{p’ p_)Q} %PROP

En este punto, conviene recordar la regla de valoraciéon semantica del
condicional (§[7.2], regla 5). Pues bien, dada esta regla, es claro que
si una interpretacion satisface el conjunto de férmulas { p , p — q },

también tendrd que satisfacer la férmula ¢ (en otro caso, la formu-

la p — g serfa falsa bajo esa interpretacién). Por consiguiente, esta
ultima formula es una consecuencia légica de dicho conjunto.

Pero por otro lado, una interpretacion puede satisfacer ese conjun-
to sin satisfacer la formula r , por lo que esta formula no es una
consecuencia logica suya.

§ 8.8. EQUIVALENCIA LOGICA

Finalmente, decimos que dos férmulas de lenprop, A y B son “logi-
camente equivalentes en légica proposicional”, cuando tenemos
al mismo tiempo:

A ):PROP B y B ):PROP
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Esto lo abreviamos poniendo:

Asi por ejemplo, es facil ver que si una intprop I satisface una
formula A , también satisfard su doble negacién, ——A , y vicecersa.

En efecto, si [ hace V a A , entonces harda F a —A , y por lo tanto
hard V.a ——A .Y reciprocamente: si I hace V.a ——A , entonces

hara F a —A , y por consiguiente hara Va A .

En definitiva, hemos demostrado que para cualquier fla A ,

§ 8.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Pon un ejemplo de tautologia.
2. Pon un ejemplo de contradiccién.
3. Pon un ejemplo de férmula satisfacible no tautologica.

4. Especifica un conjunto mediante la notacion de llaves. A conti-
nuacion, da un ejemplo de objeto que pertenezca a ese conjunto,
y otro que no pertenezca, mediante la notacién indicada en §[8.4].

5. Da un ejemplo de conjunto de féormulas satisfacible y especifica
una interpretacion que lo satisfaga.
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6. Da un ejemplo de conjunto de féormulas insatisfacible y explica
por qué lo es.

7. Especifica un conjunto de tres formulas, y a continuacion indica
una formula que sea consecuencia légica de ese conjunto, y otra
que no lo sea.

8. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Da una explicacion, similar a la de §, que establezca que
para cualesquiera férmulas A y B,

A—- B = -Av B

b) Da una explicacién, similar a la de §, que establezca que
para cualesquiera férmulas A y B,

Ao B = (A— B) A (B— A)

" PROP

¢) Haz un resumen muy sindéptico de este tema, con tus propias
palabras.

d) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

e) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 9

Formalizacion en lenprop: negaciones
y conjunciones

§ 9.1. ARGUMENTOS FORMALES, VALIDEZ Y CONSE-
CUENCIA LOGICA

Para que todo el aparataje que llevamos construido hasta aqui sea de
alguna utilidad en el analisis de los argumentos deductivos, tenemos
que ponerlo en relacion con el lenguaje natural, que es donde se lleva
a cabo la argumentacion humana.

Para ello, vamos a intentar “extraer” algunas estructuras logi-
cas subyacentes a las proposiciones del lenguaje natural, y a
ponerlas en correspondencia con féormulas de nuestro lengua-
je formal. A esta tarea la llamamos “formalizacion”.

Al formalizar las premisas y la conclusién de un argumento de-
ductivo, obtenemos su contrapartida formal. Esta contrapartida
consiste en un argumento formal, esto es: un conjunto de férmulas
que corresponden a las premisas del argumento, junto con una férmula
adicional, que corresponde a su conclusién.

30
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Pues bien, la nocién de consecuencia ldgica definida en §[8.7] tiene
la siguiente propiedad: si el argumento formalizado es valido
(es decir, si el argumento expresado en lenguaje natural constituye
un argumento deductivo correcto), entonces, en su contrapartida
formal, la conclusiéon es consecuencia logica de las premisas.

Esto es obvio, teniendo en cuenta que la caracteristica definitoria
de los argumentos deductivos es precisamente que si las premisas son
verdaderas, la conclusion también tiene que serlo. Y eso coincide con
la nocién de consecuencia légica de §8.7], definida en el terreno de las
formulas de lenprop y la nocion de interpretacién proposicional.

§ 9.2. UTILIDAD Y DIFICULTADES DE LA FORMALIZA-
CION

La formalizacion es, sin duda, el gran talon de Aquiles de la légica: ahi
es donde las distintas teorias de la 16gica presentan mas fallas.
Ello se debe principalmente a tres razones, que son las siguientes.

En primer lugar, no existe un método que nos indique cémo
debemos formalizar las proposiciones del lenguaje natural: aprendemos
a formalizar de manera intuitiva, a través de ejemplos y explicaciones
dispersas.

En segundo lugar, cualquiera que sea el lenguaje légico escogido,
siempre encontramos desajustes respecto al area del lenguaje na-
tural que queremos representar. Es decir, siempre acaban apareciendo
matices o atributos légicos de las proposiciones del lenguaje natural,
que el lenguaje formal escogido no puede captar. Todo ello convierte
la tarea de formalizacién en un terreno discutible y resbaladizo.
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Pero ademas, hay una tercera limitacion a la formalizacion logica,
que es la mas profunda, y afecta al ambito de las matematicas. La
explicaremos — muy por encima — en la seccion siguiente.

§ 9.3. LIMITES DE LA FORMALIZACION EN MATEMATI-
CAS

Como dijimos en §[3.8], las matematicas se presentan habitualmente
en un lenguaje semi-formal, esto es: con profusion de simbolos y térmi-
nos técnicos, pero no en un lenguaje completamente formalizado.

De hecho, cualquier texto de matematicas tiene a la base un len-
guaje natural, ya sea el castellano, el inglés, el ruso, etc. Y es mediante
ese lenguaje natural que se va explicando el significado de los simbolos
y términos técnicos que se van introduciendo. A veces, se utilizan tam-
bién figuras, diagramas y otros recursos graficos, que a su vez se van
comentando y explicando mediante el lenguaje natural en cuestion.

Sin embargo, es notorio que las matematicas hacen un uso del len-
guaje natural bastante limitado, restringido a un registro lingiistico
mas bien reducido y repetitivo. Por eso, formalizar matemaéticas re-
sulta mas facil, aparentemente, que formalizar cualquier otra area del
discurso humano — en matematicas parece haber menos desajustes
expresivos, en principio, respecto a los lenguajes formales.

Sin embargo, incluso en ese ambito del discurso humano tan ase-
quible, aparentemente, a la formalizacion, existen limitaciones infran-
queables a dicha tarea.

En concreto, el primer teorema de incompletitud de Godel (demos-
trado en 1931) establece que ni siquiera la aritmética elemental
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— es decir, la teoria matematica que trata de los ntimeros naturales
y las relaciones de orden entre ellos — es completamente formali-
zable. En efecto, para cualquier teoria formal que intente representar
la aritmética, existe una proposicién aritmética verdadera, que esa
teoria no contiene. Volveremos sobre este resultado, con un poco mas
de detalle, en logfor2.

En cualquier caso, aun asumiendo las dificultades y limitaciones de
la formalizacién logica, lo cierto es que, a fecha de hoy, sigue siendo
nuestra mejor herramienta disponible para analizar el razonamiento
deductivo. Y es por ello que debemos aprender a manejarla.

§ 9.4. FORMALIZACION MEDIANTE SIMBOLOS PRO-
POSICIONALES

El uso de simbolos proposicionales para formalizar proposiciones del
lenguaje natural es relativamente sencillo. Consiste en identificar una
proposicién concreta (es decir, una oracién enunciativa, en la que in-
terpretamos que se estd haciendo una determinada afirmacion), y asig-
narle un simbolo proposicional que la represente.

Por ejemplo:
p : Llueve.
q : Hace frio.
r : Ana lleva paraguas.

s 242=/
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t : Madrid esta en Espana.

A este emparejamiento entre simbolos de lenprop y proposiciones
del lenguaje natural (en nuestro caso, el castellano) lo llamamos “ta-
bla de convenciones simbdlicas”. Toda formalizacion légica pre-
supone una tabla de estas caracteristicas, aunque a veces no se hace
explicita, porque solo con ver la formula ya entendemos a qué corres-
ponde cada cosa.

§ 9.5. ESTRUCTURA DE LAS PROPOSICIONES FORMA -
LIZADAS

A continuacion, vamos a dar orientaciones respecto a la formalizacién
mediante cada una de las conectivas de lenprop.

Al hacerlo, trasladaremos a las proposiciones del lenguaje natural,
la estructura y terminologia correspondiente a aquellas féormulas de
lenprop que tienen esa conectiva como conectiva principal.

En particular, si representamos una proposicion del lenguaje na-
tural como una negacion —A , diremos que la proposicién que co-

rresponde a A es la “proposicién negada”. Si representamos una
proposicién del lenguaje natural como un condicional A — B , dire-
mos que la proposicién que corresponde a A es el “antecedente”, y

la que corresponde a B es “el consecuente”. Y analogamente para
el resto de conectivas de lenprop.
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§ 9.6. FORMALIZACION DE NEGACIONES

No es dificil imaginar que con el simbolo de negacién vamos a forma-
lizar aquella operacion légica que consiste en negar una determinada
proposicién. Asi por ejemplo, manteniendo las convenciones anterio-
res, tenemos:

—p : No llueve.

—q : No hace frio.

—r : Ana no lleva paraguas.
—s : 2+ 2+#Y

—t : Madrid no esta en Espana.

§ 9.7. MATICES DE LAS NEGACIONES QUE ESCAPAN
A LENPROP

El simbolo de negacion es bastante tosco, deja fuera muchos matices.
Asi por ejemplo, si alguien dice:

Tajantemente no llueve, estamos en las antipodas del llover (1)
esta expresando un hecho distinto a quien afirma:
Esta que casi llueve, aunque todavia no. (2)

Sin embargo, en lenprop no hay varios simbolos de negacion,
que nos permitieran reflejar la diferencia entre negar algo categorica-
mente, como hace (1), y negarlo de forma vacilante (“por la minima”),
como hace (2).
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La tnica forma que tenemos de formalizar la negaciéon de Llueve
es mediante —p , que significa genéricamente No [lueve. Y ello no

recoge los matices adicionales que puedan acompanar esa negacion en
el lenguaje natural.

§ 9.8. FORMALIZACION DE CONJUNCIONES

Por su parte, utilizaremos el simbolo de conjunciéon para formalizar
aquellas proposiciones del lenguaje natural en la que se combinan dos
afirmaciones en una sola. Estas afirmaciones combinadas vienen a
corresponder a lo que en el analisis sintactico-gramatical se denominan
“conjunciones copulativas”.

Asi por ejemplo, manteniendo las convenciones simbdlicas anterio-
res, tenemos:

p A q : Llueve y hace frio.
p A —r : Llueve y Ana no lleva paraguas.

sAt @ 2+ 2=4 vy Madrid esta en Espana.

§ 9.9. MATICES DE LAS CONJUNCIONES QUE ESCA-
PAN A LENPROP

También el simbolo de conjuncion es muy tosco, en relacion a la can-
tidad de matices que se pueden expresar al combinar afirmaciones en
el lenguaje natural. Asi por ejemplo:

Llueve, pero no hace frio. (3)
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da a entender que hay un contraste entre una cosa y otra (algo asi
como que lloviendo, seria de esperar que hiciera frio, aunque de hecho
no haga frio en ese momento).

Sin embargo, en lenprop solo hay un simbolo de conjuncion,
por lo que (3) se ha de formalizar mediante p A —q , que significa
genéricamente Llueve y no hace frio, sin recoger matices adicionales.

Por otra parte, casi siempre que emitimos dos afirmaciones com-
binadas en el lenguaje natural (ya sea mediante “y”, “pero” u otras
particulas gramaticales), damos a entender que una es relevante para
la otra. Asi, saber si llueve y hace frio, nos ayuda a equiparnos para
salir a la calle. Y si Ana no lleva paraguas, el hecho de que llueva es

obviamente relevante.

Sin embargo, decir:
2+ 2=4 vy Madrid esta en Espana

suena raro, porque no se adivina la relaciéon que se quiere apuntar
entre una cosa y otra.

Pues bien, todos esos matices del lenguaje natural quedan tam-
bién fuera de la correspondiente formalizaciéon de la conjuncién. La
formalizacion s At no entrana ni presupone que tenga que haber
relacion alguna entre esos dos conyuntos, a pesar de que se afirmen
juntos. Tampoco implica que no pueda haber relacion: simplemente es
independiente de si hay relacién o no.
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§ 9.10. FORMALIZACION DE CONJUNCIONES ITERA-
DAS

Por ultimo, al formalizar conjunciones del lenguaje natural, aplicare-
mos el sentido comun para representar conjunciones iteradas, y utili-
zaremos las reglas de supresion de paréntesis alli donde sea posible.

Asi por ejemplo, supongamos que queremos formalizar la siguiente
proposicion en lenprop, haciendo visible su estructura como conjun-
cion:

Lorca esta en Murcia, en Espana y en Furopa. (4)

Pues bien, en este caso aplicariamos una tabla de convenciones como
la siguiente:

p1 : Lorca esta en Murcia.
Py :  Lorca estda en Espana.
p3 : Lorca estd en Europa.

Como vemos, la tabla de convenciones de la formalizacion nos obliga
a explicitar el sujeto, verbo y predicado de cada proposicion. Esto
contrasta con la formulacion del lenguaje natural de (4), mas fluida
y abreviada, en la que se omiten el sujeto y verbo de ps y p3 (los

cuales quedan “elipticos”).

Y una vez hecho esto, formalizariamos (4) sencillamente como:

P1 N P2 N D3
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§ 9.11. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1.

Pon un ejemplo de negacién en el lenguaje natural y su formali-
zacion en lenprop, especificando la correspondiente tabla de con-
venciones simbolicas.

Pon dos ejemplos de proposiciones en el lenguaje natural que
nieguen lo mismo, pero con diferentes grados de fuerza, y for-
malizalas en lenprop.

Pon un ejemplo de conjuncién en el lenguaje natural y su for-
malizacién en lenprop, especificando la correspondiente tabla de
convenciones simbolicas.

Pon un ejempo de conjuncion en el lenguaje natural, que contenga
matices que lenprop no es capaz de expresar. Explica por qué, en
pocas palabras.

Pon un ejemplo de conjuncion iterada en el lenguaje natural, y
su formalizacién en lenprop.

Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Haz un resumen muy sindptico de este tema, con tus propias
palabras.

b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

c) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 10

Formalizacion en lenprop:
disyunciones, condicionales y
bicondicionales

§ 10.1. FORMALIZACION DE DISYUNCIONES INCLUSI-
VAS

En cuanto al simbolo de disyuncién, tampoco es dificil de imaginar que
lo vamos a utilizar para formalizar proposiciones del lenguaje natural
en las que se presentan distintas alternativas, de las cuales al
menos una ha de ser verdadera.

También aqui hay que hacer una advertencia importante, y es que
el simbolo de disyuncién de lenprop corresponde a una disyuncion
inclusiva. Asi se desprende de la regla de valoracién 4 que vimos en

572,

En efecto, para que una intprop [ satisfaga una férmula A v B |

basta con que satisfaga A o satisfaga B . Si satisface las dos, tam-
bién cumple con la condicién, y por tanto I satisfara la disyuncién
Av B .

90
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Por consiguiente, el simbolo de disyuncion se puede utilizar para
formalizar proposiciones del lenguaje natural en las que se admite la
posibilidad de que las dos opciones puestas en disyuncién sean ver-
daderas al mismo tiempo. Asi por ejemplo, imaginemos que alguien
dice:

Manana voy a verte o te llamo. (1)
En este caso, la persona se estd comprometiendo a hacer una de las dos

cosas: visitar o llamar a la otra persona. Pero también podria hacer
las dos, y estaria cumpliendo su promesa.

Por consiguiente, la proposicién (1) se puede formalizar como una
disyuncién de lenprop, sin mas:

pvq
donde:
p : Manana voy a verte.
q : Manana te llamo.

§ 10.2. FORMALIZACION DE DISYUNCIONES EXCLU-
SIVAS

Hay ocasiones, sin embargo, en que las disyuntivas que se presentan
en el lenguaje natural conllevan un sentido exclusivo. Es decir, que
se sobrentiende que solo una de las alternativas propuestas puede ser
verdadera.
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Asi por ejemplo, supongamos que alguien afirma:

O se sigue protegiendo al lince 1bérico,

(2)

o se acabard extinguiendo.

Pues bien, esa persona esta queriendo decir que solo una de las alter-
nativas puede ser verdadera: si de hecho se protege al lince, entonces
no se extinguird; y si se acaba extinguiendo, es porque no se le ha pro-
tegido. Por consiguiente, estamos ante una disyuncién exclusiva.

Pues bien, en este caso, lenprop si tiene recursos para expresar
este tipo de disyuncion, pero para ello hay que recurrir a una férmula
un poco mas compleja.

Concretamente, lo que hacemos es combinar la disyuncién con una
conjuncion negada, que bloquea la posibilidad de que los dos disyuntos
sean verdaderos al mismo tiempo.

En particular, la proposicién (2) se formalizaria mediante:
(svit) A =(sAat)
donde:

s : Se sigue protegiendo al lince ibérico.

t : El lince ibérico se acabard extinguiendo.

Obviamente, esta formalizaciéon implica que o se sigue protegiendo al
lince ibérico, o este se extinguira (es decir, que una de las dos opciones
es verdadera); pero ademas, esta formalizacién implica también que
no van a suceder las dos cosas.
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§ 10.3. FORMALIZACION DE DISYUNCIONES ITERA-
DAS

Las disyunciones iteradas inclusivas son también muy faciles de for-
malizar, aplicando la correspondiente supresion de paréntesis.

Asi por ejemplo:
Manana voy a verte, o te llamo, o te pongo un wassap.

se formalizaria mediante

pNvVqgvVvT
donde:
p : Manana voy a verte.
qg : Manana te llamo.
r : Manana te pongo un wassap.

Las disyunciones iteradas exclusivas no las vamos a analizar aqui,
porque son menos frecuentes (y mas complejas, porque hay que espe-
cificar si la exclusién afecta a cualesquiera dos disyuntos, o al conjunto
de todos ellos, etc).

§ 10.4. FORMALIZACION DE CONDICIONALES: EL CON-
DICIONAL MATERIAL

Sin duda, la conectiva que méas problemas plantea en la formalizacién
es el simbolo condicional. Ello es debido a la regla de valoracion 5 que

vimos en §[7.2].
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En efecto, se sigue de dicha regla que para que una intprop I satis-
faga una férmula A — B | basta con que satisfaga B o no satisfaga
A. Puesto en otras palabras: para que un condicional A — B sea
verdadero bajo una interpretacién, basta con que esa interpretacion
haga falso al antecedente ( A ) o haga verdadero al consecuente ( B ).

A este tipo de condicional se le llama “condicional material” o
“condicional veritativo-funcional”. Lo méas caracteristico de este
condicional, y a la vez lo mas paraddjico, es que no entrana ninguna
relacién de relevancia (causal o del tipo que sea) entre A y

B . En efecto, el condicional A — B sera verdadero si sucede, de

hecho, que A es falso, o que B es verdadero, con independencia de
todo lo demas.

Por ejemplo, imaginemos que alguien me dice que es espia de la
CIA. Y yo, para mostrar mi incredulidad, le respondo:

Si tu eres espia de la CIA, entonces yo soy el Papa. (3)

Es evidente que no hay ninguna relacién entre que esa persona sea
espia de la CIA y que yo sea el Papa. Por consiguiente, si el condicional
(3) es verdadero, ello se debe al hecho de que esa persona no es espia
de la CIA, contrariamente a lo que afirma.

Por consiguiente, cabe interpretar (3) como un condicional mate-
rial, y formalizarlo como:

pP1 — P2
donde:

p1 : Tu eres espia de la CIA.

po : Yo soy el Papa.
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En efecto, como el antecedente ( p; ) es falso, el condicional resulta
automaticamente verdadero, con independencia de lo que ocurra con
el consecuente. En este caso, el consecuente ( py ) es también falso,
porque obviamente yo no soy el Papa.

§ 10.5. LOS CONDICIONALES EN MATEMATICAS Y FUE-
RA DE ELLAS

Curiosamente, el condicional material es el condicional habitual en
matematicas. Asi por ejemplo,

Sin >4, entonces 2" > n?

es trivialmente verdadero para n = 3, porque no cumple el anteceden-
te. En efecto, como 3 * 4, da igual que el consecuente se cumpla o no
(de hecho no se cumple, porque 2% < 3?).

Ahora bien, cuando estamos fuera de las matematicas, o de un
contexto irénico como (3), tenemos que pensarlo muy bien antes de
formalizar una proposicion mediante — .

En efecto, al formalizar una proposicién mediante — , la estamos
codificando como un condicional material, es decir, como una mera
funcion de verdad entre antecedente y consecuente. Y al hacerlo, es-
tamos dejando fuera cualquier implicaciéon de causalidad o relevancia
que conlleve esa proposicion en el lenguaje natural.

Asi por ejemplo, supongamos que alguien dice:

St ahora mismo me llevo las manos a la cabeza,

(4)

saldré volando como un pdjaro.

Y supongamos que a continuacién no se lleva las manos a la cabeza.
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En ese contexto, pongamos:

p3 : Ahora mismo me llevo las manos a la cabeza.

ps - Saldré volando como un pajaro.

Pues bien, si formalizamos (4) mediante

P3 — P4

entonces la hemos reducido a un condicional material. Y por consi-
guiente, como esa persona no se ha llevado las manos a la
cabeza, tendremos que admitir que p3; — p; es verdadero (!).

Ello es asi, sencillamente, porque tratandose de un condicional ma-
terial — y aplicando una vez mas lo que venimos diciendo —, basta
con que el antecedente sea falso para que el condicional resulte ver-
dadero. Y por consiguiente, si de hecho esa persona no se ha llevado
las manos a la cabeza, entonces (4), al ser un condicional material, no
tiene mas remedio que ser verdadero, por muy anti-intuitivo que esto
nos resulte.

Por ultimo, conviene senalar que si hay un aspecto en el cual el
condicional material coincide con todas las demas formas de condicio-
nales, y es que si el antecedente es verdadero y el consecuente
es falso, entonces el condicional queda falsado.
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§ 10.6. LOCUCIONES VARIADAS PARA EXPRESAR CON-
DICIONALES EN EL LENGUAJE NATURAL

Ademas de la dificultad que acabamos de senalar, también hay que
tener en cuenta que las proposiciones condicionales se expresan en el
lenguaje natural mediante locuciones muy diversas. Y por esa razon,
conviene prestar atencién a la hora de identificar antecedente y con-
secuente, a fin de evitar deslices.

En particular, debemos advertir que, con frecuencia, se suprime el
“entonces”, dejando en su lugar una simple coma:

St tu eres espia de la CIA, yo soy el Papa.

/ 'V' . .
Ademaés, hay veces en las que el consecuente se enuncia primero,
la clausula “s¢”, junto con el antecedente, aparecen detras:

Yo soy el Papa, si ti eres espia de la CIA.

Y por 1ultimo, hay veces en que se usa la locucion “solo si”, y
entonces lo que sigue a esa locucion es el consecuente:

T eres espia de la CIA solo si yo soy el Papa.

Cualquiera de esas tres oraciones corresponden a la proposicion,
(3), que hemos formalizado como p; — ps .

En este sentido, hay dos reglas que nos interesa recordar:

1Py

1. Cuando aparece “si” a secas, lo que va justo después es el ante-
cedente.

2. Cuando aparece “solo si” (a secas), lo que va justo después es el
consecuente.
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§ 10.7. EJEMPLOS DE FORMALIZACION DE CONDICIO-
NALES Y BICONDICIONALES

Por §|7.3|, sabemos que un bicondicional A < B viene a ser como
una conjuncion de condicionales en los dos sentidos:

(A—- B)A(B— A)

Por consiguiente, el simbolo bicondicional nos ha de servir para forma-
lizar aquellas proposiciones del lenguaje natural que expresan condi-
ciones materiales (es decir, condiciones veritativo-funcionales) en los
dos sentidos.

Dicho esto, el bicondicional es menos complicado de formalizar que
el condicional, porque no hay que identificar antecedente y consecuen-
te, con roles separados: basta con senalizar el primer término y el
segundo término del bicondicional, en cualquier orden en el que se
presenten.

A continuaciéon, vamos a examinar algunos ejemplos de formali-
zaciéon de proposiciones condicionales y bicondicionales del lenguaje
natural. Al hacerlo, tenemos que ser conscientes — una vez mas — de
que estamos dejando fuera cualquier implicacién de relevancia (causal
o del tipo que sea) entre las condiciones expresadas.

Empezaremos estableciendo la siguiente tabla de convenciones simboli-
cas:

ps : Madrid estd en Espana.

pio : Paris estd en Francia.

Y entonces tenemos, por ejemplo:



Madrid estd en Espana st y solo st Paris estd en Francia:
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St Madrid estd en Espana, Paris estd en Francia: ps — pig
Madrid esta en Espana st Paris estd en Francia: pig — ps
Madrid esta en Espana solo si Paris estd en Francia: ps — pig

Solo si Madrid estd en Espana, Paris esta en Francia: pig — ps

§ 10.8. CUESTIONES

99

D5 <> Pio

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1.

Pon un ejemplo de disyuncion en el lenguaje natural que sea

inclusiva, y formalizala.

Pon un ejemplo de disyuncién en el lenguaje natural que sea

exclusiva, y formalizala.

. Explica con tus propias palabras por qué ps — ps (de §

10.5

)

resulta verdadero, si de hecho la persona no se lleva las manos a

la cabeza.

Pon 5 ejemplos de condicionales y bicondicionales variados, al
estilo de los que aparecen al final de §[10.7|, y formalizalos

Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-

nes, a tu eleccion:

a) Haz un resumen muy sinéptico de este tema, con tus propias

palabras.
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b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 11

Dednatprop con primitivas: regla de
premisas, modus ponens y modus
tollens

§ 11.1. CALCULOS DEDUCTIVOS

Llegados a este punto del curso, vamos a empezar a representar en
lenprop cadenas de razonamientos, que imitaran de alguna mane-
ra — aunque con notables diferencias — el razonamiento deductivo
humano en el lenguaje natural.

A tal fin, introduciremos varios calculos deductivos (también lla-
mados “sistemas formales”, “sistemas deductivos” o “calculos
l6gicos”). Se trata de conjuntos de reglas sintacticas, asociadas
a un lenguaje logico-formal, que nos permitiran derivar unas
formulas a partir de otras.

Al igual que ocurre con los lenguajes formales, los calculos deduc-
tivos tienen que poder describirse completamente sin hacer referencia
a ninguna interpretacion suya. Por eso son puramente sintdcticos, es
decir, meras manipulaciones de simbolos.

101
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A veces, al hecho de proporcionar un calculo deductivo para un
sistema de logica se le llama “axiomatizar” ese sistema. Esta pala-
bra procede de los llamados “cdlculos axiomdticos”, aunque de hecho,
ninguno de los calculos que vamos a presentar aqui utilizan axiomas.

§ 11.2. EL CALCULO DE DEDUCCION NATURAL PARA
LA LOGICA PROPOSICIONAL CLASICA

El primer calculo deductivo que vamos a estudiar es el llamado “calcu-
lo de deduccion natural para la légica proposicional clasica”
(abreviadamente, “dednatprop”).

Este calculo, en la version que vamos a manejar aqui, consta de 17
reglas primitivas y otras tantas reglas derivadas. En este tema
veremos tres reglas primitivas, las més sencillas. El resto de reglas
irdn apareciendo a lo largo de los temas siguientes.

Mediante dichas reglas, construiremos lo que vamos a llamar “de-
ducciones formales” o “derivaciones formales” (abreviadamen-
te, “deriv”). En otros célculos 16gicos, en vez de derivaciones se usan
tablas, drboles o construcciones de otro tipo.

En dednatprop, las deducciones constan de lineas separadas, cada
una de las cuales contiene una férmula, y se van colocando vertical-
mente, una encima de otra.

Ademas, a la izquierda de cada férmula debe aparecer el nimero
de linea, y a la derecha debe estar indicada la regla del calculo que
nos permite introducir esa férmula (asi como las lineas a las que se ha
aplicado dicha regla, si procede).
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A este respecto, es importante tener en cuenta que, en una de-
rivacién formal, no se puede introducir a capricho una nueva
formula, sino solo en virtud de una regla del calculo que lo
permita.

A las féormulas introducidas mediante la llamada “regla de premi-
sas”, si las hay, las llamaremos “premisas de la derivacion”. En-
seguida explicaremos en qué consiste dicha regla. Y a la férmula que
ocupa la ultima linea de la derivacion, independientemente de la re-
gla por la que se haya introducido, la llamaremos “conclusion de la

derivacion”.

Por ultimo, a todo esto se anade la llamada “notacion de ban-
deras”, que nos servird para acotar subderivaciones transitorias, co-
mo piezas separadas de la derivacion principal. Mas adelante veremos
cémo funciona.

§ 11.3. DERIVABILIDAD EN DEDNATPROP
Pues bien, dadas dos férmulas de lenprop, A y B , diremos que B
es “derivable de A en dednatprop”, cuando exista una deduccién

cuya unica premisa sea A , y cuya conclusién sea B .

Para abreviar esto, utilizaremos la “puerta giratoria sencilla” con
el subindice “DNP” (por “dednatprop”), poniendo:

A |7DNI" B

Maés en general, diremos que B es “derivable de un conjunto
de féormulas D en dednatprop”, cuando exista una deduccion cuyas
premisas sean formulas de D, y cuya conclusiéon sea la férmula B .
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Esto lo abreviaremos poniendo:

D }7DNP B

Y por ultimo, diremos que B es un “teorema formal de ded-
natprop”, cuando exista una deduccion que no use ninguna pre-
misa, y que termine con la férmula B como conclusion.

Esto dltimo lo abreviaremos poniendo:

‘ DNP

§ 11.4. LA REGLA DE PREMISAS

La primera regla de dednatprop que vamos a estudiar es la regla de
premisas (abreviadamente, “Pr”). Se trata de una regla muy impor-
tante, porque las derivaciones solo pueden empezar de dos maneras, y
esta regla es una de ellas.

Pues bien, como su propio nombre indica, la regla de premisas es la
que nos permite introducir las premisas de la derivacion. Y para
hacerlo, solo tenemos que tomar la precaucion de escribir a la derecha
de cada linea el cédigo Pr, que es el que identifica a esta regla, sin
mas indicacion.

Esquematicamente:
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I pr
(1) A Pr
(2) B Pr

§ 11.5. EJEMPLO DE DERIV CON LA REGLA DE PRE-
MISAS

Asi por ejemplo, si queremos derivar un argumento a partir de las
premisas p y p— q , empezaremos la derivacion poniendo:

(1) » Pr
2) p—q Pr

Noétese que aqui tenemos ya una derivaciéon completa, aunque poco
significativa. La ultima formula de dicha derivacién es p — ¢ , lo cual
convierte a esta férmula en la conclusién de la derivacion, aunque sea
también, simultaneamente, una premisa.

Por consiguiente, mediante dicha derivaciéon hemos establecido que:

p,p—>ql,, P—a

Este ejemplo ilustra el hecho de que colocar premisas en una deriv,
no obliga necesariamente a que estas sean relevantes para la misma.
En particular, en la derivaciéon anterior, la premisa p es irrelevante
para introducir la conclusion.

En este aspecto, nuestro calculo se parece al lenguaje natural: nues-
tro calculo admite la presencia de premisas irrelevantes en las deriva-
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ciones formales, al igual que algunos razonamientos en el lenguaje
natural empiezan con premisas que luego resultan ser irrelevantes.

§ 11.6. EL MODUS PONENS

La siguiente regla que vamos a introducir se llama “modus ponens”
(abreviadamente MP), y su funcionamiento es el siguiente.

Sean A y B dos flas cualesquiera de lenprop. Y supongamos que
en una linea de una deduccién tenemos la fla A — B , y en otra linea

tenemos la fla A . El hecho de que una de estas flas aparezca antes o
después de la otra es indiferente.

Pues bien, en ese caso podemos anadir una nueva linea a la deduc-
cion, con la fla B . Al hacerlo, pondremos a la derecha de esta linea

la inscripcién “M P”, seguida por los ntimeros de linea de las flas A
y A—> B .

Esquematicamente:
| MP |
( ) A— B
(..) A

B MP nidms. de linea de A— B y A
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§ 11.7. PREMISAS Y CONCLUSION DE UNA REGLA

En este contexto, a las formulas A — B y A las llamamos “pre-

misas del modus ponens”. Y a la formula B la llamamos “con-
clusion del modus ponens”.

Y lo otro tanto haremos con el resto de reglas que vienen a conti-
nuacion: llamaremos “premisas de la regla” a las féormulas a las que
aplica la regla, y “conclusion de la regla” a la férmula que se obtiene
de dicha aplicacion.

Naturalmente, en cualquier derivacién habra que poner atencién
para diferenciar entre las premisas y conclusién de cada regla que se
ha ido aplicando, y las premisas y conclusion de la derivacién en su
conjunto. Son cosas distintas.

§ 11.8. EJEMPLO DE DERIV CON EL MODUS PONENS

El modus ponens nos permite continuar la derivacién del ejemplo an-
terior, construyendo otra deriv mas larga a partir de ella.

Para ello, ponemos:

(1) p Pr
(2) p—q Pr
3) ¢ MP 1,2

Obviamente, la ultima féormula de esta nueva derivacion es ¢ . Por
consiguiente, mediante esta derivacion hemos establecido que:

p,P—q . 4
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§ 11.9. EL MODUS TOLLENS

La siguiente regla que vamos a introducir se llama “modus tollens”
(abreviadamente, “MT”), y es contrapuesta a la anterior.

En efecto, sean A y B dos flas cualesquiera de lenprop. Y su-
pongamos que en una linea de la deduccién tenemos la fla A — B |

y en otra linea tenemos la fla —B .

Al igual que con MP, el hecho de que aparezca una de estas dos flas
antes o después que la otra, es indiferente. Y lo mismo se aplica al resto
de reglas de dednatprop que veamos después, tanto primitivas como
derivadas: el orden en que aparezcan las premisas de una regla
es indiferente, siempre que aparezcan antes del momento en
que aplicamos esa regla.

Pues bien, cuando sucede todo eso, podemos anadir una nueva linea
a la deduccién, con la fla —A . Y al hacerlo, pondremos a la derecha
de esta linea la inscripcion “MT 7, seguida por los nimeros de linea
delasflas A—-B y —B.

Esquematicamente:
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| MT |
(...) A—>B
(...) =B
—A MT nums. de linea de A —- B y —B

§ 11.10. EL MODUS TOLLENS COMO MECANISMO DE
FALSACION

El modus tollens se ha vindicado como herramienta especialmente im-
portante en filosofia de la ciencia, a modo de mecanismo de falsacion.
La razén es que, en apariencia, una sola instancia en contra de una
hipotesis condicional sirve para “falsarla”, mientras que la verificacién
por medio de casos favorables nunca es definitiva del todo.

Sin embargo, hay que tener en cuenta que las hipétesis cientificas
se contrastan siempre en conjuncién con muchos supuestos. Y en con-
secuencia, ningun resultado observacional, favorable o adverso a una
hipdtesis, constituye una confirmaciéon o una falsacién definitiva a esa
hipotesis especificamente.

Maés bien hay que decir que el resultado observacional sera una con-
firmacién, o una falsacion, del bloque que forma esa hipdtesis junto
con todos los supuestos involucrados en la interpretacion del resulta-
do. Esto vale tanto para hipodtesis que tengan forma de condicional,
como para cualquier otra forma légica.
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§ 11.11. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Siguiendo el ejemplo de §[11.5|, elabora una derivacién formal
que demuestre:

qvr , —q .. —q

2. Siguiendo el ejemplo de §[11.6[, elabora una derivaciéon formal
que demuestre:

qgvr , gvr—s k= 5

P

3. Pon un ejemplo de derivacién que utilize el modus tollens.

4. Basandote en el ejemplo de §[11.5|, construye una derivacion que
sea todavia mas corta que ese ejemplo. Indica cuales son las pre-
misas y la conclusion de tu derivacién.

5. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Expresa tu opinién sobre lo que se explica en §[11.10|, apor-
tando lo que se te ocurra al respecto.

b) Haz un resumen muy sinéptico de este tema, con tus propias
palabras.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 12

Dednatprop con primitivas: doble
negacion, supuestos y prueba
condicional

§ 12.1. LA DOBLE NEGACION

En este tema vamos a introducir otras cuatro reglas primitivas de
dednat. Las dos primeras afectan a la llamada “doble negacion”.

Normalmente, en el lenguaje ordinario, negar algo dos veces equi-
vale a afirmarlo. En efecto, supongamos que alguien dice “No estuve
alli” y se demuestra que miente. Entonces es que si estuvo.

Por consiguiente, la proposicién, doblemente negativa:
No es cierto que no estuvo alli.
equivale a la afirmacién (simple):

Estuvo alli.

Pues bien, en las derivaciones formales también aparecen a veces
dobles negaciones, y nos interesa eliminarlas de la misma manera.

111
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Como también hay veces en las que nos puede interesar, en el trans-
curso de una derivacion, introducir la doble negacion de una féormula,
si es que ello nos ayuda a acercarnos a la conclusiéon que buscamos.

§ 12.2. INTRODUCCION DE LA DOBLE NEGACION

Pues bien, para realizar estas operaciones en las derivaciones, vamos a,
introducir una pareja de reglas: la regla de introduccién de la doble
negacion y la regla de eliminacion de la doble negacion.

El funcionamiento de estas dos reglas es tan similar, que las llama-
remos a ambas, genéricamente, “reglas de doble negacién” (y las
abreviaremos como “DIN”), aunque estrictamente hablando se trata
de dos reglas distintas.

Vamos a explicar, en primer lugar, la regla de introduccién.

Supongamos que A es una férmula cualquiera que aparece en una
linea de una deduccién. Pues bien, entonces podemos anadir una nueva,
linea a esa deduccion, con la férmula ——A . Al hacerlo, pondremos
a la derecha de esa linea la inscripcion “DN 7, seguida por el nimero
de linea de la fla A .

Esquematicamente:
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| DN (introduccidn) |

——A DN num. de linea de A

Es importante advertir que, para poder aplicar la introduccion de
la doble negaciéon a una férmula A , es necesario que esta férmula
aparezca como linea en una derivacion.

En particular, la regla DN no permite introducir dobles ne-
gaciones a las subférmulas que estan en el interior de una
formula. Solamente se puede aplicar a la formula entera que aparez-
ca en una linea de una derivacion.

Lo mismo ocurre con la regla de eliminaciéon de la doble negacion,
que vamos a ver a continuacion, y con otras reglas similares.

§ 12.3. ELIMINACION DE LA DOBLE NEGACION

Por su parte, la regla de eliminacion de la doble negacion procede
de forma parecida a la regla de introduccién, pero a la inversa.

En efecto, sea A una férmula cualquiera de lenprop, y supongamos

que la formula ——A aparece en una linea de una deduccién. Pues
bien, entonces podemos anadir una nueva linea a esa deduccién, con

la féormula A . Al hacerlo, pondremos a la derecha de esta linea la

inscripcién “DN 7, seguida por el niimero de linea de la fla ——A .
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Esquematicamente:
| DN (eliminacién) |
() =o4
A DN num. de linea de ——A

§ 12.4. EJEMPLOS DE DERIVACIONES CON LAS RE-
GLAS DE DOBLE NEGACION

Un ejemplo muy sencillo de derivaciéon que utiliza las dos reglas de
doble negacion, es el siguiente:

1) »p Pr
2) ——p DNI1
(3) p DN 2

En este caso, la conclusion de la deriv es la misma que la premisa, con
lo que no se puede decir que hayamos llegado muy lejos; pero valga

como ejemplo de derivacion formal en la que se utilizan las dos reglas
DN que acabamos de introducir.

Otro ejemplo, un poco mas sofisticado, es:
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(1) —=p—q Pr

(2) —q Pr

3) ——p MT 1,2
4) p DN 3

Esa derivacién es mas interesante que la anterior. Mediante ella,
hemos establecido que:

“p—>q, ~q¢ . P

§ 12.5. LA REGLA DE SUPUESTOS

A veces, cuando razonamos en el lenguaje natural, nos detenemos a
considerar una hipétesis de forma transitoria, por mor del argumento,
para ver a qué conclusion nos lleva. Y a continuacién, volvemos al ra-
zonamiento principal, teniendo en cuenta las consecuencias que hemos
extraido a partir de esa hipotesis transitoria, en nuestra exploracion
colateral.

Pues bien, la siguiente la regla que vamos a estudiar es un correlato
formal de esa estrategia de razonamiento. Se trata de la regla de
supuestos (o regla S).

La regla de supuestos nos permite introducir una férmula cualquie-
ra A como supuesto provisional, del cual esperamos extraer una

formula B como conclusion transitoria. A la conclusion transito-
ria la llamamos también el “objetivo” del supuesto provisional.



116 GUSTAVO PICAZO (UNIV. DE MURCIA, CURSO 25.26)

El supuesto provisional se recuadra, como si fuera una bandera. Y
a la derecha del mismo escribimos la letra “S”, seguida de la palabra
“hacia”, y el objetivo al que queremos llegar. Opcionalmente, por
abreviar, en vez de “objetivo” podemos poner “target”, y en vez de
escribir “hacia” podemos poner “to”.

A partir de ese momento, comienza una subderivacién transito-
ria, que terminard cuando consigamos derivar la conclusién (o target)
que buscamos. Y el “asta” de la bandera acompanara la subderivacion
a la izquierda, senalizandola hasta que se introduzca esa conclusion.

Esquematicamente:

I S I

(...) | A S hacia B

Para llegar al target deseado (es decir, a la férmula B , en este
esquema), nos las tenemos que ingeniar. Eso significa que tenemos
que barajar las distintas reglas de dednatprop, hasta encontrar una
ruta que nos permita derivar esa féormula. Y solo si lo conseguimos,
podemos decir que “tenemos una bandera que nos lleva de A a B 7.

La regla de supuestos es bastante mas compleja que las anteriores.
Se entendera mejor su dinamica a partir de los ejemplos de uso que
vayamos viendo.
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§ 12.6. ENGRANAJE DE LA REGLA DE SUPUESTOS CON
OTRAS REGLAS Y CON LA DERIVACION PRINCIPAL

Hay que subrayar que, cuando se abre una bandera mediante la regla
de supuestos, lo que comienza a continuacién es una subderivacion
transitoria, y como tal no forma parte de la derivacion principal.

También conviene advertir que algunas derivaciones complicadas
contienen una subderivacién dentro de otra (es decir, “subderivaciones
anidadas”). Veremos ejemplos de ello mas adelante.

En todo caso, ninguna derivacion que contenga banderas
puede terminar hasta que estas se hayan cerrado, y haya apa-
recido alguna férmula que esté fuera de todas ellas.

Y por ultimo, hay que tener en cuenta que para que las conclusiones
transitorias (o targets) resulten de utilidad en la derivacién principal,
necesitamos reglas que nos permitan sacar otras conclusiones a partir
de ellas (necesitamos “hacer caja” de esas conclusiones transitorias,
por asi decirlo). Pues bien, en dednatprop hay 3 reglas que se en-
granan con la regla de supuestos, para hacer justamente eso. Y a
continuacion vamos a estudiar la primera de ellas.

§ 12.7. PRUEBA CONDICIONAL

Para aplicar la llamada “prueba condicional” (abreviadamente,
“PCo0”), tenemos que dar los siguientes pasos.

Sean A y B dos formulas cualesquiera, e imaginemos que, en el

transcurso de una derivacion, necesitamos obtener la férmula A — B .
Pues bien, el procedimiento para obtener esta férmula mediante la re-
gla PCo, es el siguiente.
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En primer lugar, introducimos la féormula A mediante la regla
de supuestos, indicando que se introduce para llegar al target B .Y

a continuacién, intentaremos derivar la féormula B a partir de ese
supuesto inicial, utilizando el conjunto de todas las reglas, asi como
las férmulas previas de esa derivacion.

Si conseguimos derivar B , habremos terminado la subderivacién
transitoria. Es decir, tendremos una bandera que empieza por la férmu-
la A y termina con la formula B .

Pues bien, en ese caso, la regla PCo nos permite introducir a conti-
nuacién la linea A — B , por debajo de esa bandera, y fuera de ella.

A la derecha de esa nueva linea, colocaremos la indicacién “PCo”,
junto con los nimeros de linea de A y B (es decir, la primera y

ultima linea de la bandera que acabamos de cerrar).

Esquematicamente:
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I PCo I
(...) | A S hacia B
(...) B
(...) A— B PCo nums. de linea de A y B

§ 12.8. EJEMPLOS DE DERIVACION CON LA PRUEBA
CONDICIONAL

Como primer ejemplo de deriv con PCo, vamos a elaborar una deri-
vacion para demostrar que:

e P 7D

DNP
Obsérvese que se trata de una derivacion sin premisas. Por lo tanto,
este sera el primer teorema formal de dednatprop que vamos a derivar
(es decir, nuestro primer argumento formal sin premisas).

Pues bien, para derivar este teorema, basta con poner:

(1) | p S hacia ——p

(2) | —p DN 1
3) p—>—-—p PCol2
Como vemos, esta bandera consta de dos 1inicos pasos: el supuesto
provisional (es decir, la linea 1 que aparece recuadrada), y la conclusion

transitoria, que obtenemos en la linea 2, mediante la regla DN. Y con
esto, se cierra la bandera y continta la derivacion principal.
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A continuacion, observamos que se ha aplicado la regla PCo, obte-
niendo un condicional que tiene como antecedente al supuesto provisio-
nal (es decir, la fla p ), y como consecuente a la conclusién transitoria

(es decir, la fla ——p ).

Y dado que ese condicional se encuentra ya fuera de la bandera, y

forma parte de la derivacién principal, la derivaciéon puede terminar
ahi.

Como segundo ejemplo de deriv con PCo, vamos a elaborar una
derivacién para demostrar que:

P=4q o T4 TP

Pues bien, para derivar esto, ponemos:

1) p—g Pr
(2) | —¢q S hacia —p
(3) | —p MT 1,2

(4) —q——p PCo23

§ 12.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Siguiendo los ejemplos de §[12.4], construye una derivacion para
demostrar que:
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2. Siguiendo los ejemplos de §[12.4|, construye una derivacion para
demostrar que:

p—q, =p . —q

3. Siguiendo los ejemplos de §[12.8|, construye una derivacion para
demostrar que:

P g by, 4P

4. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Construye una derivacion, lo mas compleja que se te ocurra,
con las reglas de dednatprop vistas hasta ahora.

b) Haz un resumen muy sinéptico de este tema, con tus propias
palabras.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 13

Dednatprop con primitivas: reglas de
intro y elim de conjuncidn y
disyuncion

§ 13.1. INTRODUCCION DE LA CONJUNCION

En este tema, vamos a exponer seis nuevas reglas del calculo. Tres de
ellas seran relativas a la introduccion y eliminacion del simbolo de con-
juncion; y las otras tres seran relativas a la introduccion y eliminacion
del simbolo de disyuncién.

Empezaremos por la regla de introduccion de la conjuncion
(abreviadamente, “intro de la conjuncién”, o “IA”). Esta regla es
sumamente sencilla.

Supongamos que las férmulas A y B aparecen en dos lineas de
una derivacién. Como dijimos en §[11.9|, en estos casos no importa el
orden (no importa cudl de las dos férmulas aparezca primero).

Pues bien, entonces podemos introducir una nueva linea en la deri-
vacién, con la formula A A B |, colocando a su derecha la inscripcién

122
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“IA”, seguida de los numeros de lineas de las formulas A y B .

Esquematicamente:

| I |

AAB IA nums. de linea de A y B

Asi por ejemplo, resulta sumamente sencillo elaborar una derivacién

para demostrar que:
P, q9 .. PAQ

En efecto, basta con poner:

§ 13.2. ELIMINACION DE LA CONJUNCION

A continuacion, vamos a formular dos reglas para la eliminacion de la
conjuncion: la eliminacién del primer conyunto y la eliminacion
del segundo conyunto.
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Aunque se trata de dos reglas distintas, su funcionamiento es tan
similar que las llamaremos a ambas, genéricamente, “eliminacion

de la conjuncién” (abreviadamente, “elim de la conjuncién”, o
“E/\”)

Pues bien, supongamos que tenemos la formula A A B en una
linea de una derivacion. Entonces, la regla de eliminacién del segundo
conyunto nos permite anadir una nueva linea que contenga la férmula

A.

A la derecha de esa nueva linea, colocaremos la inscripciéon “E A7,
seguida del niimero de la linea de la férmula A A B .

Esquematicamente:
I EA, segundo conyunto |
(...) AAB
A EA num. de linea de A A B

Por su parte, la regla de eliminacion del primer conyunto es total-
mente analoga, excepto que en la linea anadida, en lugar de aparecer
el primer conyunto de la conjuncion, aparece el segundo.

Esquematicamente:
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I EA, primer conyunto I
(...) AAB

I B EA num. de linea de A A B

§ 13.3. EJEMPLOS DE DERIVACIONES CON LAS RE-
GLAS DE ELIM DE LA CONJUNCION

Empezamos elaborando una derivacion para demostrar que:
PAG, o (P
Esto es realmente sencillo:
(1) pAag Pr
(2) p EA 1

A continuacion, veremos un ejemplo de derivacién ligeramente mas
sofisticada, en la que también interviene la regla EF'A. Es la derivacién
que nos permite demostrar que:

p=gqAaT , p . 4

La derivacion en cuestién es la siguiente:

(1
2

) p—qgAar Pr
2) p Pr
(3) qgnr MP 1,2
(4)

q EAnl
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§ 13.4. INTRODUCCION DE LA DISYUNCION POR LA
DERECHA

A continuacion, vamos a formular dos reglas para la introduccion de
la disyuncion: la introduccion de la disyuncién por la derecha
y la introduccion de la disyuncién por la izquierda.

Aqui también tenemos dos reglas distintas, pero con un funciona-
miento muy similar. Por eso, una vez mas, les vamos a dar un solo
nombre a las dos: las vamos a llamar a ambas, genéricamente, “in-
troduccién de la disyuncién” (abreviadamente, “intro de la dis-
yuncion”, o “Iv”).

Pues bien, supongamos que tenemos la formula A en una linea de

una derivacién. Y sea B cualquier formula. Pues bien, la regla Iv
por la derecha nos permite anadir una linea que contenga la férmula
A v B . A la derecha de esa nueva linea, colocaremos la inscripcion

“Iv7”, seguida del nimero de la linea de la formula A .

Esquematicamente:

Iv por la derecha

Av B Iv num. de linea de A
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§ 13.5. INTRODUCCION DE LA DISYUNCION POR LA
IZQUIERDA

Por su parte, la regla Iv por la izquierda consiste en lo siguiente.

Supongamos que tenemos la férmula A en una linea de una de-

rivacion. Y sea B cualquier férmula. Pues bien, la regla Iv por
la izquierda nos permite anadir una linea que contenga la férmula
B v A . A la derecha de la nueva linea, colocaremos la inscripcion

“Iv”, seguida del nimero de la linea de la férmula A .

Esquematicamente:

Iv por la izquierda

Bv A Iv num. de linea de A

§ 13.6. EJEMPLOS DE DERIVACIONES CON LAS RE-
GLAS INTRO DE LA DISYUNCION

Vamos a empezar elaborando una derivacion para demostrar que:

P = pvq

DNP

Esto es sumamente sencillo:
(1) » Pr
(2) pvg Iv1
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Un ejemplo un poquito mas sofisticado es el que nos permite de-
mostrar que:

p,pvqg—oT b T

Pues bien, la deduccion correspondiente es:

1) »p Pr

(2) pvg—r Pr

(3) pvg Iv1
4) 7 MP 2,3

§ 13.7. LA PRUEBA DE CASOS: PRELIMINARES

Finalmente, a la regla de eliminaciéon de la disyuncién la vamos
a llamar por un nombre especial, que describe muy bien su funciona-
miento: “prueba de casos” (abreviadamente, PCa).

De todas las reglas de dednatprop, esta es la mas dificil de usar.
Al igual que la prueba condicional, la regla de casos engarza con la
regla de supuestos. Pero en esta ocasion, tendremos que usar la regla
de supuestos dos veces seguidas, lo cual dara lugar a dos subderiva-
ciones transitorias consecutivas, antes de continuar con la derivacion
principal.

La prueba de casos mimetiza cierta forma de razonamiento en el
lenguaje natural, en la cual examinamos dos opciones o alternativas,
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y concluimos que de las dos se sigue una misma cosa. Por ejemplo:

Esta tarde voy a pasear o a meditar.
Pasear es gratis, y meditar también.

Por lo tanto, esta tarde no gastaré dinero.

En el razonamiento precedente, se parte de una disyuncién entre dos
opciones. A continuacién, se examinan cada una de esas dos opciones,
y de las dos se extrae una misma conclusion. Finalmente, se afirma
esa conclusion, sobre la base de la disyuncion inicial.

Pues bien, este tipo de estrategia es la que viene a representar la
prueba de casos, pero en el contexto de las derivaciones formales.

§ 13.8. LA PRUEBA DE CASOS: DINAMICA DE LA PRUE-
BA
Sean entonces A y B férmulas cualesquiera, y supongamos que en

una linea de una derivacion tenemos la formula A v B .

En estas condiciones, para poder aplicar la regla PCa, tenemos dar
los siguientes pasos.

En primer lugar, tenemos que pensar en una féormula C' que po-

damos derivar tanto de A como de B ,y que nos ayude a completar
la derivacion que tenemos entre manos. Esta formula sera el objetivo
(o target) de esa aplicacién de la PCla.

La propia regla PCa no nos dice qué formula tenemos que esco-
ger como target. Dependiendo del resultado final que busquemos en
la derivacion, y dependiendo de nuestra experiencia con dednatprop,
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tendremos que hacer diferentes ensayos hasta dar con la férmula ade-
cuada en cada caso.

Una vez elegido el target (digamos, C'), introducimos A como
supuesto, indicando que va “hacia” C . A continuacién, trataremos

de derivar C', usando el supuesto A junto con el resto de reglas a
nuestro alcance.

Cuando hayamos conseguido derivar C en dependencia del su-

puesto A , cerraremos la primera bandera.

A continuacién, repetiremos la operacion con el segundo disyunto.
Es decir, introduciremos la fla B como supuesto, indicando que va
“hacia” el target C (tiene que ser el mismo que en la primera ban-

dera). Y entonces, trataremos de derivar C' , usando el supuesto B
junto con el resto de reglas a nuestro alcance.

Cuando hayamos conseguido derivar C' en dependencia del su-

puesto B , cerraremos la segunda bandera.

Y por ultimo, tras cerrar la segunda bandera, introduciremos una
nueva linea en la que repetiremos por tercera vez la férmula C' . Pero
esta vez, pondremos a la derecha de esa formula que la hemos obtenido
por la regla Fv, e indicaremos los ntimeros de linea de A v B , asi
como de inicio y fin de cada una de las dos banderas que acabamos de
cerrar.

Esquematicamente, el funcionamiento de esta regla se describe asi:
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I PCa I
(...) AvB
(...) | A S hacia C
()
(..) | €
(...) | B S hacia C
()] €
(...) C PCa nims. de linea de A A By las dos banderas

§ 13.9. EJEMPLO DE DERIVACION MEDIANTE LA PRUE-
BA DE CASOS

Un ejemplo sencillo de derivacion mediante PCla, es la que nos permite
probar que:

pvq .. qVvp

En efecto, para ello ponemos:
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(1) pvg Pr

(2) | p S hacia g v p

(3) gvp Iv2

4) | q S hacia q v p

(5) gvp Iv4

(6) qwvp PCa 1,2-3,4-5

§ 13.10. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Construye una derivaciéon para demostrar que:
P, d,PAqoTAS | 8

2. Construye una derivacion para demostrar que:

p—>q, —q |, rv-p

3. Construye una derivacién para demostrar que:
PVq. poT ., qor b

4. Construye una derivacién para demostrar que:

PVqQ [, TPV T
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5. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Construye una o dos derivaciones adicionales que usen la re-
gla PCa, tan complicadas como se te ocurran.

b) Haz un resumen muy sinéptico de este tema, con tus propias
palabras.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 14

Dednatprop con primitivas: intro y
elim de bicondic y reduccion al
absurdo

§ 14.1. INTRODUCCION DEL BICONDICIONAL

Supongamos que tenemos las formulas A —-B y B — A como
lineas separadas en una deduccién (nuevamente, sin importar el or-
den).

Pues bien, en ese caso, la regla de introduccién del bicondi-
cional (abreviadamente, intro de bicondic, o “I<”) nos permite
introducir una linea nueva con el bicondicional A < B . A la dere-
cha de la nueva linea introducida pondremos la inscripciéon “I«<>”, y el
numero de las dos lineas en las que se ha basado la aplicacién de esta
regla.

Esquematicamente:

134
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| I |

A< B lo nums. delinea de A y B

Por ejemplo, es inmediato elaborar una derivaciéon para demostrar

que:
P—q, q—p k-, Peq

En efecto, basta con poner:

(1) p—q Pr
2) g—p Pr

3) peq Io12

§ 14.2. ELIMINACION DEL BICONDICIONAL

A continuacion, vamos a formular dos reglas para la eliminacion del
bicondicional: la eliminacién del bicondicional de izquierda a
derecha, y la eliminacion del bicondicional de derecha a iz-
quierda.

Como ocurria anteriormente con las reglas DN, Ev, etc, las re-
glas de eliminacion del bicondicional constituyen una pareja de reglas
distintas. Pero su funcionamiento es tan similar, que las llamaremos
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a ambas genéricamente ”eliminacién del bicondicional” (abrevia-
damente, “elim de bicondic”, o “E<”).

Pues bien, supongamos que tenemos la férmula A < B en una
linea de una derivacién. Entonces, la regla de E < de izda a dcha

nos permite anadir una linea que contenga la formula A — B . A la
derecha de esa formula colocaremos la inscripcion “E<”, seguida del
nimero de la linea de la férmula A < B .

Esquematicamente:

E<«< de izda a dcha

A— B E< num. de linea de A < B

Y por su parte, la regla ¥ <> de dcha a izda es enteramente andloga,
excepto por la fla que se obtienen como conclusion.

Esquematicamente:

| E< de dcha a izda |

B—- A E< num. de linea de A < B
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§ 14.3. EJEMPLOS DE DERIVACIONES CON LA REGLA
DE ELIMINACION DEL BICONDICIONAL

Vamos a empezar elaborando una derivacion para demostrar que:

peq .. P—4q

Esto es sumamente sencillo:

(1) peg Pr

(2) p—qg Eol

A continuacién, veremos un ejemplo ligeramente mas complejo: una
derivacién para demostrar que:

peq,p, req b T

Pues bien, la derivaciéon correspondiente seria:

(1) pegq Pr
(2) »p Pr
(3) r<—q Pr
4) p—gqg Eol
(5) ¢ MP 2,4
(6) g—r Eo3
(7 MP 5.6
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§ 14.4. LA REGLA DE REDUCCION AL ABSURDO

Cuando una suposicion lleva a un absurdo, esa suposicién no puede
ser cierta.

Por ejemplo: se busca a alguien por asesinato, pero luego se descu-
bre que esa persona habia muerto un ano antes de que se produjera
el crimen. Pues bien, en ese momento se desecha la hipodtesis inicial.
Esa persona no cometié el crimen, porque seria absurdo pensar que lo
hizo después de muerta.

La regla de reduccién al absurdo (abreviadamente, RA) es un
reflejo de esta forma de razonamiento, adaptada a las derivaciones
formales.

En la versién de dednatprop que estamos estudiando aqui, RA es
la tercera y ultima regla que engarza con la regla de supuestos.

Su funcionamiento es el siguiente.

Para empezar, introducimos una féormula A mediante la regla de
supuestos, poniendo como target una contradiccién, B A =B (siendo

B cualquier féormula).

Pues bien, si conseguimos obtener dicha contradiccion, cerramos
la bandera. Y a continuacién, introducimos una nueva linea, ya en la
derivacion principal, con la férmula —A . A la derecha de esta ultima
formula indicamos que la hemos obtenido por la regla RA, y colocamos
los nimeros de inicio y fin de la bandera en cuestion.

Esquematicamente:
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| RA |
(...) | A S hacia B A —B

(...) B A —B

(...) —A RA niums. de linea de A y B A —B

§ 14.5. EJEMPLOS DE DERIVACIONES MEDIANTE RE-
DUCCION AL ABSURDO

Como primer ejemplo, vamos a elaborar una derivacién para demostrar
que:
PVg—oT o, ST b D

DNP

Pues bien, basta con poner:

(1) pvg—r Pr
(2) —-r Pr

3) | p S hacia r A —r

PV q Iv 3

(4)

(5) | r MP 1.4
6) | rA—r IA25
(7)

—p RA 3,6
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A continuacién, vamos a elaborar una derivacién para demostrar
que:
p—q, p——q - —p

Pues bien, basta con poner:

1) p—gq Pr

2) p—>—q¢ Pr

3) | p S hacia g A —q
@) | g MP 1,3

5) | —q MP 2,3

(6) gnAn—q In45

(7) —p RA 3,6

Y por ultimo, vamos a elaborar una derivacién para demostrar que:

pAq—T, P, T . ¢

Pues bien, basta con poner:
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(1) pargq—r Pr

(2) »p Pr

(3) —-r Pr

4) | ¢ S hacia 7 A —r
(5) P Aq IA 2,4

6) | - MP 1,5

(7) AT IA 3,6

(8) —q RA 4,7

§ 14.6. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Siguiendo el ejemplo de §[14.1], construye una derivaciéon para
demostrar que:

——(pp—q , —(@—p) |, Pegq

2. Siguiendo los ejemplos de §[14.3|, construye una derivaciéon para
demostrar que:

peq, ——p ... —q

3. Siguiendo los ejemplos de §[14.5|, construye una derivacion para
demostrar que:

p—>q, q—>r , —r |- —p
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4. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Elabora una o dos derivaciones adicionales que usen la regla
RA, tan complicadas como se te ocurran.

b) Haz un resumen muy sinéptico de este tema, con tus propias
palabras.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 15

Mas ejemplos de formalizacion y
derivacion en dednatprop con
primitivas

§ 15.1. EJEMPLO ADICIONAL DE FORMALIZACION Y
DERIVACION EN DEDNATPROP CON REGLAS PRIMI-
TIVAS

Como primer ejemplo, vamos a empezar formalizando el siguiente ar-
gumento, y a continuacion demostraremos que es derivable en dednat-
prop con reglas primitivas

St Juan fue a la fiesta, entonces no fue Pedro.
Pedro fue a la fiesta.

Por lo tanto, Juan no fue.

Empezamos estableciendo la correspondiente tabla de convenciones
simbolicas:
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p : Juan fue a la fiesta.
q : Pedro fue a la fiesta.
A continuacién, procedemos a la formalizaciéon del argumento:

p—>—q, q |, P

Y por ltimo, procedemos a construir una derivacion de dicho ar-
gumento en dednatprop:

(1) p—>—¢ Pr

(2) g Pr

3) ——q DN 2
4) —p MT 1,3

§ 15.2. OTRO EJEMPLO DE FORMALIZACION Y DERI-
VACION EN DEDNATPROP CON REGLAS PRIMITIVAS

A continuacién, vamos a formalizar y derivar este otro argumento:

St Juan fue a la fiesta, entonces no fue Pedro.

Por lo tanto, si Pedro fue a la fiesta, entonces no fue Juan.

Como convenciones simbélicas, mantenemos las mismas que en el
ejemplo anterior. Sin embargo, en este caso la formalizacién es ligera-
mente distinta:

p——q | q—D
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Por consiguiente, la derivacién también sera algo diferente:

(1) p——q Pr

(2) | ¢ S hacia —p

3) | ——¢  DN2
4) | —p MT 1,3
(5) ¢q— —p PCo24

§ 15.3. OTRO EJEMPLO DE FORMALIZACION Y DERI-
VACION EN DEDNATPROP CON REGLAS PRIMITIVAS

A continuacién, vamos a hacer lo mismo con este otro argumento

St Juan y Pedro fueron a la fiesta, también fue Ana.
Por lo tanto, si Juan fue a la fiesta, entonces,

si fue Pedro, Ana también fue.

Como convenciones simbdlicas, mantenemos las mismas que en el
ejemplo anterior, anadiendo:

r : Ana fue a la fiesta.

Pues bien, la formalizacion resultante seria:

pArqg—T | p—(g—T)

Y una derivacion de este argumento formal en dednatprop seria la
siguiente:
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(1) pArg—or Pr

(2) | p S hacia ¢ —r
(3) q S hacia r

(4) PAq IA 2

G) || » MP 1,4

(6) q—oT PCo 3,5

(7)

p—(q—r) PCo26

Noétese que aqui tenemos dos banderas anidadas, es decir, una ban-
dera dentro de otra (una subderivacién dentro de otra subderivacion).
Es la tunica forma de obtener el condicional complejo que constituye
la conclusién de este argumento.

§ 15.4. OTRO EJEMPLO DE FORMALIZACION Y DERI-
VACION EN DEDNATPROP CON REGLAS PRIMITIVAS

Ahora nos vamos a plantear la formalizacién y derivacién de este otro
argumento:

O llueve, o llueve y hace frio.

Por lo tanto, llueve.

Aqui tenemos que cambiar de convenciones simbdlicas, asi que pon-
dremos:

s : Llueve.

t : Hace frio.
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A continuacién, procedemos a la formalizacion del argumento:

sv(sat) |- . s

Y finalmente, procedemos a su derivacién en dednatprop con pri-
mitivas:

(1) sv(sat) Pr

(2) | s S hacia s

(3) | sat S hacia s

(4) S EA 3

(5) s PCa 12 -2, 34

Como vemos, la primera bandera de esta derivacién no tiene asta,
dado que su target es idéntico al supuesto provisional.

§ 15.5. OTRO EJEMPLO DE FORMALIZACION Y DERI-
VACION EN DEDNATPROP CON REGLAS PRIMITIVAS

Por 1ltimo, veremos este otro ejemplo:

Si llueve, no hace frio.

Por lo tanto, no es cierto que llueva y haga frio.

Mantenemos las mismas convenciones simbdlicas que en el ejemplo
anterior, y procedemos a formalizar el argumento:

s— -t |- —(sAt)

Y sobre ese contexto, procedemos a la derivacion del argumento:



148 GUSTAVO PICAZO (UNIV. DE MURCIA, CURSO 25.26)

(1) s— —t Pr

(2) | sAt S hacia t A —t
(3) S EA 2

) | =t MP 1,2

(5) t EA 2

(6) tn—=t IA45

(7) —(sat) RA2-6

§ 15.6. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Siguiendo el ejemplo de §[15.1|, formaliza y construye una deri-
vacion en dednatprop con primitivas para el siguiente argumento:

St Marta no estaba, Alex si.

Alex no estaba.

Por lo tanto, Marta si estaba.

2. Siguiendo el ejemplo de §[15.2], haz lo mismo con el siguiente
argumento:

Si Marta no estaba, Aler si.

Por lo tanto, st Alex no estaba, si estaba Marta.
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3. Siguiendo el ejemplo de §[15.5], haz lo mismo con el siguiente
argumento:

Marta no estaba.

Alex st estaba.

Por lo tanto, no es cierto que

si estaba A/lex, entonces estaba Marta.

4. Si te sobra tiempo, inventa mas ejercicios similares, y resuélvelos.



Tema 16

Dednatprop con derivadas:
conmutativas, transitiva,
contradicciones y PTE

§ 16.1. ESQUEMAS DE DERIVACIONES

Al introducir cada una de las reglas primitivas, hemos hecho uso de
un “esquema”, en el cual aparecen letras como A y B , en repre-
sentacion de formulas cualesquiera de lenprop.

Pues bien, lo mismo se puede hacer con derivaciones enteras, dando
lugar a esquemas de derivaciones. Estos esquemas se pueden usar
después en otras derivaciones mas complejas, a modo de abreviaturas.
Es como si estuviéramos abreviando una secuencia de pasos, que se
pueden repetir en distintas derivaciones con otras formulas, aunque
siempre con una misma estructura.

En concreto, en este tema vamos a introducir 7 de esos esquemas.
Conforme los presentemos, les vamos a dar un nombre y un cédigo a
cada uno. Y a partir del momento en que introduzcamos cada
uno, podremos utilizar ese esquema como una nueva regla
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derivada del calculo dednatprop.

Ello facilitara sustancialmente las deducciones posteriores, ya que
en cualquier momento podremos apoyarnos en la secuencia de pasos
que estan condensados en cada una de estas reglas derivadas.

§ 16.2. REGLA CONMUTATIVA DE LA CONJUNCION

Si en una linea de una derivacién tenemos una conjuncién, A A B ,
entonces podemos introducir una nueva linea en la que se revierta el
orden de los conyuntos, poniendo: B A A .

A esta regla la llamaremos “conmutativa de la conjuncién”
(abreviadamente, CmA). Y a la derecha de su utilizacién, anotaremos
el nimero de la linea en la que aparecia la conjuncién original.

A continuacion, damos el esquema argumentativo de esta regla y
su demostracion:

AnB - . BnrA

P

(1) AAB Pr

(2) A Eanl
(3) B EAl
4 BaAA 1In23
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§ 16.3. EJEMPLO DE DERIVACION QUE USA LA REGLA
CmAa

Un ejemplo sumamente sencillo de uso de dicha regla lo tenemos en la
derivacién para demostrar que:

P=qGAT . p . TAQ

En efecto, basta con poner:

(1) p—>gAar Pr
(2) »p Pr
(3) qgnr MP 1,2
(4) rAgq CmA 3

§ 16.4. REGLA CONMUTATIVA DE LA DISYUNCION

Si en una linea de una derivaciéon tenemos una disyunciéon, A v B ,
entonces podemos introducir una nueva linea en la que se revierta el
orden de los disyuntos, poniendo: B v A .

A esta regla la llamaremos “conmutativa de la disyuncién”
(abreviadamente, Cmv ). Y a la derecha de su utilizacién, anotaremos
el numero de la linea en la que aparecia la disyuncion original.

El correspondiente esquema argumentativo es:

Av B — Bv A
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En este caso, la derivacion es idéntica a la que vimos en §[13.9|,
con una sola diferencia: alli se aplicaba a una férmula en concreto de
lenprop ( p v ¢ ), mientras que aqui se aplica a cualquier disyuncién
de lenprop (es decir, a cualquier fla de la forma A v B ,donde A y

B son cualesquiera flas).

§ 16.5. REGLA TRANSITIVA DEL CONDICIONAL

Si en una linea de una derivaciéon aparece un condicional A — B ,
y en otra linea aparece un condicional B — C ;| entonces podemos

introducir una nueva linea con el condicional A — C .

A esta regla la llamaremos “transitiva del condicional” (abre-
viadamente, “Tr—"). Y a la derecha de su utilizacién, anotaremos
los nimeros de las dos lineas en las que aparecian los condicionales

A—- By B->C.

A continuacion, damos el esquema argumentativo de esta regla y
su demostracion:

A-B, B->C +, A->C

(1) A->B Pr

(2) B—-C Pr

3) | A S hacia C
4) | B MP 1,3
) | ¢ MP 2,4
(6)

6 A—-C PCo35
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§ 16.6. EL PRINCIPIO DE NO CONTRADICCION

El principio de no contradicciéon (abreviadamente, “PNC”) es
una regla derivada especial, porque no recoge una derivaciéon con pre-
misas, sino un teorema formal. Como vimos en §[11.3], los teoremas
del calculo son féormulas derivables sin premisas:

- — (A A —A)

DNP

La derivacion de esta férmula, sin usar premisa alguna, es muy
sencilla:

(1) | An—A S hacia A A —A

(2) —(AA—-A) RAILLl

Aqui tenemos un nuevo caso de bandera sin asta, puesto que la
suposicion provisional coincide con el target de la RA.

Pues bien, a partir de ahora, en cualquier momento de una deri-
vacion, y para cualquier féormula A , podemos introducir como una
nueva linea la formula —(A A —=A) . A su derecha, colocaremos la ins-

cripcién “PNC” (sin indicacién numérica, pues esta regla no se aplica
a lineas anteriores de la derivacion, sino que se introduce sin mas).
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§ 16.7. EJEMPLO DE DERIVACION QUE USA LAS RE-
GLAS DERIVADAS Cmyv, Tr— y PNC

Un ejemplo de uso de estas tres reglas derivadas lo tenemos en la
demostracion de que:

—(pvg —r, r=qr—q - . qVp

En efecto, usando estas reglas derivadas, basta con poner:

(1) —veg—r Pr

(2) r—-qgn—q Pr

3) —(evaeg—(gnr—g Tr—>12
(4) —(gA—q) PNC
5) —=(pvq) MT 3,4
6) pvq DN 5
(7) qvp Cmv 6

§ 16.8. EX CONTRADICTIONE QUODLIBET, PRIMERA
REGLA

A continuacion vamos a introducir dos reglas derivadas, a las que
denominaremos “ex contradictione quodlibet” (abreviadamente,
“ECQ”). El significado de dicha frase latina es: “de una contradic-
cion, lo que se quiera. Y efectivamente, estas dos reglas encapsulan el
principio de razonamiento segun el cual de una contradiccion se sigue
cualquier cosa.
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Por eso, a este principio de razonamiento se le conoce también como
“principio de explosién”.

Como acabamos de senalar, vamos a desglosar este principio en dos
reglas distintas, aunque son tan parecidas que las simbolizaremos de la
misma manera, como hemos hecho anteriormente en casos similares.

Pues bien, la primera regla EC(Q consiste en lo siguiente. Suponga-
mos que en una derivacion tenemos una linea con la formula A A —A .
Pues bien, en cualquier momento posterior podemos introducir una

linea nueva con la formula B , siendo B cualquier férmula de len-
prop que escojamos, sin ninguna restriccion.

A la derecha de la nueva férmula introducida, colocaremos la ins-
cripcién “ECQ”, seguida por el niimero de linea de la formula A A —A .

A continuacion, damos el esquema argumentativo de esta regla y

su demostracion:
AA—-A B
DNP

(1) An-A Pr

(2) | =B S hacia A A —A
3) | =BA(AA—A) In12

4) | Aa-A En 3

(5) ——B RA 2.4

6) B DN 5
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§ 16.9. EX CONTRADICTIONE QUODLIBET, SEGUNDA
REGLA

La segunda regla se aplica al caso en que A y —A aparecen en
premisas separadas:

Naturalmente, en este caso, a la derecha de la féormula introducida
colocaremos la inscripcion “ECQ”, seguida por los nimeros de linea

de las dos férmulas, A y —A .

La prueba es muy sencilla también:

1) A Pr

(2) —A Pr

3) | —B S hacia A A —A
4) | Ar—A Ian12

(5) ——B RA 3.4

(6) B DN 5

§ 16.10. EL PRINCIPIO DE TERCERO EXCLUIDO

El principio de tercero excluido (o tercio excluso, abreviada-
mente “PTE”) nos permite introducir la férmula A v —A | para

cualquier formula A , en cualquier linea de una derivacion.

De nuevo, estamos ante un teorema, cuyo esquema y demostracion
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damos a continuacion:

e AVv—A
Derivacién:
(1) | =(Av —A) S hacia (Av —A) A =(A v —A)
(2) A S hacia (Av —A) A =(Av —A)
(3) Av —A Iv 2
(4) (Av —=A)A—(Av—-A) Ir13

(5) —A RA 24
(6) Av —A Iv 5
(7) (Av —A) A —=(Av —A) In 1,6

(8) ——(Av —A) RA 1,7

(9) Av-A DN 8

Esta prueba es un poquito “enrevesada’, y en ella vuelven a apa-
recer dos banderas “anidadas”, es decir, una dentro de la otra. Pero
es la mas sencilla posible, en dednatprop, para derivar este resultado.

§ 16.11. EJEMPLO DE DERIVACION QUE USA LAS RE-
GLAS DERIVADAS ECQ y PTE

Un ejemplo de derivacién que usa estas dos reglas derivadas lo tenemos
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en la demostraciéon de que:

pV-Pp—oqgA—q T

En efecto, usando estas reglas derivadas, basta con poner:

pv —p—qnrn—q Pr

PV —p PTE
q A —q MP 1,2
r ECQ 3

§ 16.12. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1.

Construye una derivacién, apoyandote en CmAa, para demostrar
que:

PAG—T L qADP—DT

P

Construye una derivacion con reglas primitivas que demuestre
que:

=@ v(rans) = . (rAas)v(p—aq)

Construye una derivacion con reglas primitivas que demuestre
que:
AvB, =B +_ _ A

P

Siguiendo los ejemplos de §[16.3|, §(16.7| y §(16.11|, construye
una derivacion que demuestre:

pP—q, q—>—rAr ,p = 1

P
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5. Si te sobra tiempo, inventa mas ejercicios similares y resuélvelos.



Tema 17

Dednatprop con derivadas: silogismo
disyuntivo, interdefinicion y De
Morgan

§ 17.1. SILOGISMO DISYUNTIVO

Bajo el rotulo “silogismo disyuntivo” y la abreviatura “SD” ., en-
capsulamos dos reglas derivadas distintas, pero muy similares (al igual
que hemos venido haciendo en ocasiones anteriores).

Contando con la experiencia acumulada, nos limitaremos a mostrar
simplemente el esquema argumentativo y la derivacién de cada una de
estas reglas.

La primera regla SD es:

Av B, A + B

DNP

Y su derivacion es:

161
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(1) AvB Pr
(2) —A Pr
3) | A S hacia B

(4) An—A In23

5) | B ECQ 4
(6) | B S hacia B
(7) B PCa 1,35, 66

La segunda regla SD, es la siguente:

AvB, =B A

DNP

En este caso, la derivacién la dejamos para las preguntas del final.

§ 17.2. INTERDEFINICION DE CONJUNCION A CONDI-
CIONAL

La regla de interdefiniciéon de conjuncién a condicional (abrevia-
damente, IdA —) se define por el siguiente esquema argumentativo y
derivacion:

AAB +_ . —(A— —B)
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(1) AAB Pr

(2) | A—>—-B S hacia B A —B
(3) A EAl

4) | B En 1

(5) | —B MP 2.3

(6) B A —B IA 45

(7) —(A——-B) RA26

§ 17.3. INTERDEFINICION DE CONDICIONAL A CON-
JUNCION

A su vez, la regla de interdefinicion de condicional a conjuncion
(abreviadamente, Id— A) se define por el siguiente esquema argumen-
tativo y derivacién:

A— B - —(A A —B)

(1) A—>B Pr

(2) | An—B S hacia B A —B
(3) A EA 2

4 | B MP 1,3

5) | -B En 2

(6) B A —-B IA 4,5

(7) —(AAn—-B) RAZ26
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§ 17.4. INTERDEFINICION DE DISYUNCION A CONDI-
CIONAL

A continuacién, la regla de interdefinicion de disyuncion a con-
dicional (abreviadamente, Idv —) se define por el siguiente esquema
argumentativo y derivacion:

Av B F e -A— B

(1) AvB Pr

(2) | —A S hacia B
3) | B SD 1,2

4 —A—>B PCo23

§ 17.5. INTERDEFINICION DE CONDICIONAL A DIS-
YUNCION

Por 1ltimo, la regla de interdefinicién de condicional a disyun-
cién (abreviadamente, Id— v) se define por el siguiente esquema ar-
gumentativo y derivacion:
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(1) A-—>B Pr
(2) Av-A PTE

3) | A S hacia —A v B

4) | B MP 1,3

(5) —AvB Ivi4

6) | —A S hacia —Av B

(7) —AvB 1Ivé6
8) —AvB  PCa2 35, 67

§ 17.6. EJEMPLO DE DERIVACION QUE USA LAS RE-
GLAS DERIVADAS SD Y DE INTERDEFINICION

Un ejemplo de derivacion que usa las reglas derivadas SD y de inter-
definicion es la demostracion de que:

pv(g—r), p . —(gn-r)

En efecto, usando estas reglas derivadas, basta con poner:
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(1) pv(g—r) Pr

(2) —» Pr

(3) g7 SD 1,2
4) —=(ga—r) Id— A3

§ 17.7. DE MORGAN

Finalmente, tras las reglas de interdefinicion, vamos a introducir nues-
tras ultimas cuatro reglas derivadas. Las llamaremos “leyes de De
Morgan”, y asignaremos un cédigo distinto a cada una de ellas.

De nuevo, nos limitamos a poner el esquema argumentativo y su
demostracion, para cada una de estas reglas.
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AAB +  —(—=Av —B)

AAB Pr

—-Av —-B S hacia B A =B

——A—>—-B Idv — 2

A EA 1
——A DN 4
—B MP 3,5
B EA 1
B A —B In 6,7

—~(=Av —B) RA28
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DM,:
AvB _ _ —(—-AA-B)
(1) AvB Pr
(2) | —AA—B S hacia B A —B
3) | —A>B Idv — 2
(4) —A EA 2
5) | B MP 3,4
6) | =B EA 2
(7) B A —-B IA 5,6
(8) —(=AA-—-B) RA27
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~(AAB) - —Av-B

—(A A B) Pr

A S hacia —B

B S hacia B A =B

AAB In 2,3

BA—-B ECQ14
—B RA 3.5
A——-B PCo 2,6

—-Av —B Id-» v 7
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DMy:
—(A v B) .. —"AA-B

(1) —-(AvB) Pr

(2) | A S hacia A A —A

Av B Iv 2

)

) | Ar—-A ECQ13
)
)

5) —A RA 2,4
6 B S hacia B A =B
(7) Av B Iv 6
(8) BA—-B ECQ16
(9) —B RA 6,8
(10) —=AA—-B 1IAb59

§ 17.8. EJEMPLO DE DERIVACION QUE USA LAS LE-
YES DE DE MORGAN

Un ejemplo de derivacion que usa las leyes de De Morgan es la demos-
tracion de que:

—(-pv—q) —>rvs = pAg——(-TA—S)

En efecto, usando estas reglas derivadas, basta con poner:



(1)
(2)
3

4

(3)
(4)
(5)
(6)

6
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—(=pv —q) —>rvs Pr

P Aq S hacia —(—r A —s)
~(=pv —q) DM, 2
TV S MP 1,3
—(—=r A —s) DM, 4

pAqg— —(—ran—-s) PCo2b5

§ 17.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan

ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1.
2.

(Cuestion eliminada — era repeticiéon de una anterior.)

Siguiendo los ejemplos de §[17.6| vy §/17.8|, construye una deri-
vacién que demuestre que:

pv(raA=s), r—s k__ p

Siguiendo los ejemplos de §|17.6| vy §/17.8|, construye una deri-
vacién que demuestre que:

P b ~(PA—g)

Siguiendo los ejemplos de §[17.6| vy §/17.8|, construye una deri-
vacion que demuestre que:

(pva)a(ras) = (=p—q) A—(r— —s)

Si te sobra tiempo, inventa mas ejercicios similares, y resuélvelos.



Tema 18

Metateoria de dednatprop

§ 18.1. NIVELES DE ANALISIS DE LAS HABILIDADES
COGNITIVAS SUPERIORES

Una vez que hemos definido nuestro primer calculo 16gico y nos hemos
familiarizado con él, cabe preguntarse hasta qué punto “describe”,
“modela” o “nos ayuda a entender” esa capacidad humana a la que
llamamos “razonamiento deductivo”.

El razonamiento deductivo es una de las habilidades cognitivas su-
periores del ser humano. Y estd dentro de ese grupo por la sencilla
razon de que involucra el uso del lenguaje.

Pues bien, en cualquier aproximaciéon a una habilidad cognitiva
superior (ya sea el razonamiento deductivo o cualquier otra), cabe
distinguir tres niveles de analisis:

1. El nivel nput-output.
2. La realidad psicolégica del algoritmo.

3. La implementacion material.

172
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§ 18.2. EL NIVEL INPUT-OUTPUT

El nivel 1 (es decir, el nivel input-output, o “entrada-salida”) intenta
proporcionar una caracterizacion explicita y sistematica de los
inputs y outputs simbdlicos que corresponden a la habilidad
en cuestion.

Los inputs son las expresiones simbdlicas que dicha habilidad puede
recibir y procesar. Los outputs son las expresiones que se generan como
resultado, al procesar los inputs. Y ademas, nos interesa encontrar un
modo sistematico de relacionar cada input con el output que le podria
corresponder como respuesta (o con los outputs, si hay méas de una
respuesta posible).

En definitiva, en el nivel 1 comprende tres tareas:

(a) la caracterizaciéon de todos los posibles inputs que corresponden
a esa habilidad;

(b) la caracterizacién de todos sus posibles outputs;

(¢) la bisqueda de un mecanismo que nos permita determinar — o
“calcular” — qué output o outputs corresponden a cada input
(aunque sea aproximadamente, o con un margen de error).

§ 18.3. LOS NIVELES 2 Y 3: REALIDAD PSICOLOGICA
E IMPLEMENTACION MATERIAL

El nivel 2 va un paso mas alld, puesto que busca un mecanismo de
célculo (o “algoritmo”) que sea similar al modo en que opera de
hecho nuestra mente, o nuestro cerebro, cuando ejercemos
esa habilidad. Puesto en otras palabras: el nivel 2 intenta encontrar
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una descripcion de la estructura y los pasos del calculo, que se asemeje
al modo como operamos las personas, en la practica, cuando ejercemos

esa habilidad.

Asi por ejemplo, imaginemos que en un determinado algoritmo, el
paso de un input X a un output Y exige una computacién especial-
mente complicada, que pasa por calcular un valor intermedio, Z.

Pues bien, si ese algoritmo tiene realidad psicolégica, entonces es
de esperar que el tiempo de respuesta de X a Y sea mas largo de lo
normal, puesto que la computacion es especialmente complicada. Y
ademas, es de esperar que si después de que una persona proporcione
el output Y, a continuacién le proponemos otra tarea que involucre
el valor Z, respondera mas rapidamente que en condiciones normales,
porque se supone que ya ha tenido que calcular ese valor.

Por 1ltimo, el nivel 3 aborda la implementacién material de la
habilidad en cuestion, es decir, la fisiologia que la hace posible a
nivel fisico, quimico y biolégico.

§ 18.4. DEDNATPROP Y EL RAZONAMIENTO HUMANO

Dicho todo esto, es bastante claro que dednatprop esta muy lejos del
primero de estos tres objetivos, y por lo tanto, también de los otros
dos.

En efecto, dednatprop estd muy lejos del nivel 1 (input-
output), por la sencilla razén de que el razonamiento humano
se produce en el seno del lenguaje natural, y dednatprop se
aplica inicamente a formulas de un lenguaje formal.
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Ademas, como dijimos en §[9.2], la traduccién de las proposiciones
del lenguaje natural al lenguaje formal (es decir, la formalizacion) es
una operacion asistematica y plagada de dificultades.

Aun asi, cabe preguntarse si dednatprop pudiera representar algin
“sustrato estructural” del razonamiento humano. Es decir, si pudiera
representar “algo” de lo que hacemos cuando razonamos (aunque sea
lejanamente, a grandes rasgos).

Esa es la pregunta que nos vamos a hacer a continuacion.

§ 18.5. DEDNATPROP Y EL RAZONAMIENTO EN LEN-
PROP

Para tratar de dilucidar si dednatprop pudiera representar algun sus-
trato del razonamiento humano, vamos dejar al margen el lenguaje
natural, y vamos a restringir nuestra atenciéon hacia el lenguaje for-
mal lenprop, y a su interpretacion mediante la semantica veritativo-
funcional.

En ese contexto, nos preguntaremos hasta qué punto se ajusta
dednatprop a la habilidad de razonar deductivamente con las
formulas de lenprop, interpretadas bajo la semantica vf. Pues
bien, esto si ha sido objeto de estudio, y en profundidad, por parte de
la l6gica formal.

En efecto, la légica formal se ha ocupado de investigar con esmero
el nivel 1 (input-output), en lo que se refiere al razonamiento humano

en lenprop y otros lenguaje formales.

Por el contrario, la légica formal no se ha ocupado del nivel 2 (ni
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mucho menos del 3), ni siquiera en esos contextos restringidos.

Aqui conviene aclarar, en relacién al nivel 2, que ciertamente ded-
natprop tiene un aire mucho mas “natural” que el resto de sistemas
deductivos. De ahi le viene su nombre (“célculo de deducciéon natu-
ral”), y por eso es el cdlculo deductivo que se suele ensenar en primer
lugar en los cursos introductorios, como hemos hecho aqui.

Y también es verdad que las reglas de dednatprop corresponden
a “principios de razonamiento” que se explicitan con cierta frecuen-
cia, como pautas o modelos a seguir (asi por ejemplo, la reduccion al
absurdo, el modus tollens, etc).

Sin embargo, hay que subrayar que no existe ningun estudio que
muestre que las reglas de dednatprop se correspondan con el modo
en que nuestro cerebro estd operando internamente, en la prdctica,
cuando “captamos” que un razonamiento formal es correcto.

De hecho, la secuencia de pasos (o “flujo computacional”) que sigue
nuestro cerebro cuando razonamos mentalmente en lenprop, si es que
se puede hablar en esos términos, continta siendo a fecha de hoy un
misterio.

§ 18.6. METATEORIA DE LOS SISTEMAS FORMALES

Como acabamos de senalar, la légica formal investiga el nivel input-
output de los sistemas deductivos, en relaciéon a los lenguajes formales
y las interpretaciones definidas para ellos.

Y al hacerlo, nos centramos en ciertas propiedades matematicas de
estos sistemas, que se conocen como “propiedades metatedricas
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de los sistemas formales”. Pues bien, las tres mas importantes de
esas propiedades son las siguientes:

1.

Correccién: un célculo es correcto cuando cualquier derivacién
formal corresponde a un argumento formal valido (es decir, cuan-
do cualquier derivacion corresponde a un argumento formal cuya
conclusién es consecuencia logica de las premisas).

Completitud: un calculo es completo cuando para cualquier ar-
gumento formal valido (es decir, un argumento formal cuya con-
clusién sea consecuencia légica de las premisas), existe una deri-
vacion que parte de dichas premisas y llega a esa conclusion.

Decidibilidad: un céalculo es decidible cuando proporciona ins-
trucciones mecanicas que nos permiten decidir, en un numero
finito de pasos, si una férmula es o no derivable de un conjunto
finito de férmulas.

En el caso de los calculos que no proceden mediante derivaciones,
sino mediante tablas, arboles o lo que sea, la definicion de correccion
y completitud se referird a la existencia de la correspondiente tablas,
arboles, etc.

La combinacién de las dos primeras propiedades (correccion y com-
pletitud) nos proporciona la “adecuacion input-output” del célculo de-
ductivo en cuestion, en relacién al lenguaje formal y al tipo de inter-
pretacién que estemos examinando. En efecto, un calculo deductivo
es correcto y completo si la relacion de derivabilidad en ese
calculo coincide con la relacion de consecuencia légica.
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§ 18.7. PROPIEDADES METATEORICAS DE DEDNAT-
PROP: CORRECCION Y COMPLETITUD

En el caso de dednatprop, es bastante sencillo demostrar que se trata
de un calculo correcto. En efecto, para cualquier férmula A y
conjunto de féormulas D, ocurre que:

Si Df . A entonces DE A

P

Para demostrar esto, hay que examinar una a una las reglas pri-
mitivas del célculo, hasta asegurarnos de que cualquier derivacién ba-
sada en ellas correspondera a un argumento valido de acuerdo con la
semantica veritativo-funcional. Ello garantizard a su vez la validez de
las reglas derivadas, puesto que no son mas que fragmentos abreviados
de derivaciones con reglas primitivas.

Todo esto es bastante sencillo de hacer, pero aqui no nos vamos a
detener en ello.

Ademas, el calculo dednatprop también es un calculo completo.
Es decir, que para cualquier féormula A y conjunto de férmulas D,
tenemos:

Si DE A entonces D A

P

En este caso, la prueba es sustancialmente mas compleja. Se puede
consultar en internet y en infinidad de manuales, respecto a céalculos
similares a dednatprop.

§ 18.8. PROPIEDADES METATEORICAS DE DEDNAT-
PROP: CARENCIA DE DECIDIBILIDAD

Por 1ltimo, es obvio que dednatprop no es un calculo decidible.
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Para entender esto, tenemos que empezar por constatar que las re-
glas de dednatprop establecen claramente qué se puede hacer y qué no
se puede hacer, en cada momento de una derivacion; es decir, qué ma-
nipulaciones simbdlicas estan permitidas y cuales no, en ese momento
de la derivacion. Por eso es un cdlculo deductivo, esto es, un calculo
meramente sintdactico.

Sin embargo, dednatprop no especifica qué se debe hacer en cada
momento de una derivacion, es decir: no especifica qué manipulacio-
nes simbdlicas tenemos que realizar en ese momento, para llegar a
obtener la conclusion que buscamos.

De hecho, al confeccionar derivaciones, nos encontramos a cada
paso con muchas opciones disponibles, entre las cuales tenemos que
elegir. Y la eleccién la hacemos mediante ensayo y error, y entrenando
nuestro ingenio, hasta encontrar una ruta que nos permita derivar
la conclusion deseada. El método nos dice qué pasos podemos dar,
pero no nos dice qué pasos debemos dar, para llegar a la conclusiéon
deseada.

Por esta razon, dednatprop no es un calculo decidible: no es lo que
se llama “procedimiento mecanico”, “algoritmo mecanico” o “procedi-
miento de decision”. Y ello es asi — como venimos diciendo — porque
dednatprop no nos permite decidir, de una manera mecanica y en un
numero finito de pasos, si una férmula es o no derivable de otra, o de
un conjunto finito de férmulas.

El siguiente célculo légico que vamos a ver si es decidible, ademas de
ser correcto y completo. Aunque tiene el inconveniente de ser bastante
més “pesado” que dednatprop (es decir, que ocupa bastante més es-
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pacio y simbolos para validar un argumento). Son las llamadas “tablas
de verdad”.

§ 18.9. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr.

1.

Explica con tus propias palabras la diferencia entre los tres nive-
les apuntada en §[18.1], §[18.2] v §[18.3|. Al hacerlo, utiliza un
ejemplo, como pueda ser sumar, jugar al ajedrez o cualquier otra
habilidad intelectual que se te ocurra.

,Como se conjugan, en tu opinion, las limitaciones senaladas en

§[18.4] y §[18.5] con lo que se dijo en su momento en §[9.3], res-

pecto a que “la formalizacion légica . . . sigue siendo nuestra mejor
herramienta disponible para analizar el razonamiento deductivo”?

Indica sucintamente qué tendria que suceder para que dednatprop
fuera un célculo incorrecto (es decir, no correcto).

Indica sucintamente qué tendria que suceder para que dednatprop
fuera un cédlculo incompleto (es decir, no completo).

Indica sucintamente qué tendria que suceder para que dednatprop
fuera un célculo decidible.

Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Haz un resumen muy sindptico de este tema, con tus propias
palabras.

b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.
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c) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 19

Tablas de verdad: instrucciones de
confeccion

§ 19.1. LAS TABLAS DE VERDAD

El siguiente sistema deductivo que vamos a estudiar son las tablas
de verdad (abreviadamente, “tv”). Como su propio nombre indica,
en estas tablas juega un papel muy importante la verdad, asi como la

falsedad, las cuales seguiremos abreviando mediante las letras “V” y
C(F”'

Sin embargo, para hacer ver que estamos ante un mero calculo
deductivo, debemos ignorar lo que significan esas letras, y centrarnos
unicamente en el procedimiento de transformacién de simbolos que
vamos a describir. A estos efectos, V y I seran simplemente dos letras
distintas, que iremos asignando a las flas de lengprop mediante unas
instrucciones bien definidas.

De hecho, podriamos usar “1” y “0” en puesto de “V” y “F” (como
se hace en algunos manuales), y podriamos llamarlas “tablas de veri-
ficar”, en puesto de “tablas de verdad”. Con ello, despareceria toda
referencia a la verdad en la descripcion del método.

182
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De ese modo, ponemos de manifiesto que estamos ante un calculo
sintactico, porque se puede describir integramente como un
conjunto de reglas de manipulacién de simbolos, sin hacer
ninguna referencia al significado de los mismos.

§ 19.2. LA TABLA DE LA NEGACION

Sea A cualquier férmula de lenprop. Entonces, la tabla de verdad

para la formula —A consiste en poner:

Al = A
V| F
F |V

Esto requiere poca explicacién, pero aun asi la vamos a dar.

La primera columna contiene los dos posibles valores de verdad de
la féormula A |, que son V y F. A continuacién del valor V para la

formula A , viene el valor I para la férmula —A , que aparece en
rojo, debajo del simbolo de negacién (que es la conectiva principal de

—A).

Al hacer la tabla a mano, no hace falta utilizar el color rojo: basta
con rodear la columna de la conectiva principal con una elipse alarga-
da, en vertical.

Sinépticamente, podemos decir que, en cada fila, si le ponemos V a
la formula A , entonces le ponemos F a la formula —A ; y viceversa.

Es decir, que la letra asignada a —A , en cada fila, es justamente la

contraria a la que tenga asignada la férmula A en esa misma fila.
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Asi por ejemplo, la tabla de verdad para la formula —p sera:

= »

p
V| F
F |V

§ 19.3. LA TABLA DE LA CONJUNCION

Sean ahora A y B cualesquiera férmulas de lenprop. Entonces, la

tabla de verdad para la formula A A B consiste en poner:

A B

SHESIESIESIIS
H < HE LW

SIS ELS IS DS

En este caso, naturalmente, la conectiva principal es A . Y lo que
hace la tabla, sindépticamente, es asignarle a esta conectiva la letra V
en la unica fila en la que tanto A como B son V.Y en el resto de
filas, la tabla le asigna a la conectiva A la letra [F.

La tabla resulta algo mas grande que la anterior, porque en este
caso tenemos que cubrir todas las combinaciones posibles de las dos
formulas A y B . Pero por lo demas, el procedimiento es bastante
obvio.
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§ 19.4. LA TABLA DE LA DISYUNCION

Sean de nuevo A y B cualesquiera férmulas de lenprop. Entonces,

la tabla de verdad para la formula A v B consiste en poner:

A B

SHESEESIESINS
H < H LW

H < < <<

Como vemos, la conectiva principal en este caso es v .Y lo que hace
la tabla, sinépticamente, es asignarle a esta conectiva la letra [F en la
unica fila en la que tanto A como B son F. Y en el resto de filas,
la tabla le asigna a la conectiva v la letra V.

§ 19.5. LA TABLA DEL CONDICIONAL

Sean de nuevo A y B cualesquiera férmulas de lenprop. Entonces,

la tabla de verdad para la formula A — B consiste en poner:

A B

SIS IESIESIIN
H < H <L W

< < =<

Como vemos, la conectiva principal en este caso es — .Y lo que hace
la tabla, sinépticamente, es asignarle a esta conectiva la letra [F en la
tnica filaenlaque A esVy B esF.Y en el resto de filas, la tabla
le asigna a la conectiva — la letra V.
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§ 19.6. LA TABLA DEL BICONDICIONAL

Por 1dltimo, sean una vez mas A y B cualesquiera férmulas de len-

prop. Entonces, la tabla de verdad para la formula A <> B consiste
en poner:

A B

HE < < >
H < E W

< == <L)

Como vemos, la conectiva principal en este caso es < . Y lo que hace
la tabla, sinépticamente, es asignarle a esta conectiva la letra V en las
dos filas en las que A y B reciben el mismo valor (sea V o F). Y

en las dos filas restantes, la tabla le asigna a la conectiva <> la letra
F.

§ 19.7. EJEMPLOS DE TABLAS DE VERDAD

Utilizando estos patrones, es facil hacer tablas de verdad para férmu-
las diversas. El primer paso es identificar la conectiva principal y la
estructura de la férmula en subférmulas, segiin explicamos en §[5.8] y
§[6.1]. Y a continuacién, vamos rellenando las columnas de la tabla
poco a poco, con paciencia.

En cada tabla, lo que méas interesa es la columna que corresponde
a la conectiva principal de la férmula entera. Esa es la columna que
aparece en rojo en el manual (y que podemos rodear con una elipse
vertical, al hacer las tablas a mano). En cada fila, el valor que aparece
en esa columna es “el valor de la férmula” en esa fila.

Un ejemplo sencillo es la tabla para la formula ——p :
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- @ 8
%
.

ESEES IS

F
\Y
Otro ejemplo es la tabla para la férmula ———p :

= = =
\Y
F

ESEESIIS

F F
\Y \

Y otro ejemplo es la tabla de verdad para la férmula —(q < ps) :

¢ ps | — (g < p5)
V V | F Y
VvV F |V F
F V|V F
F F | F \Y

§ 19.8. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Haz la tabla de verdad para la formula: p — ¢ .
2. K peq.

3. 7 qvVv q .

4. 7 —(q v q) .



188 GUSTAVO PICAZO (UNIV. DE MURCIA, CURSO 25.26)

5. 7 —ps A —(q Vv q) .

6. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Propén tus propios ejemplos de formulas, con dos simbolos
proposicionales, y haz tablas de verdad para las mismas.

b) Haz un resumen muy sindptico de este tema, con tus propias
palabras.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 20

Tablas de verdad: derivabilidad y
metateoria

§ 20.1. TABLAS PARA UN CONJUNTO DE FORMULAS

Dado un conjunto de férmulas de lenprop, una tabla de verdad
conjunta es una gran tabla de verdad, en cuyas columnas iniciales
estan todos los simbolos proposicionales que aparecen en esas féormulas
(es decir, p ,0 ¢ ,etc), oen su defecto, las subférmulas méas pequenas

que tenemos a la vista (es decir, A, B , etc).
Asi por ejemplo, vamos a ver una tabla conjunta para las formulas

———p pV(q —(q < ps)

Pues bien, en este caso, los simbolos proposicionales involucrados son
tres: p, q y ps . Por consiguiente, esos simbolos irdn en las co-
lumnas iniciales. Y a continuacién apareceran las tres formulas, en
bloques separados. En definitiva, la tabla de verdad conjunta para
esas tres formulas es la siguiente:
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p ¢ r| = = = p| p VvV g - (q < 1)
V V V| F V F % F %
V VF|F V F \Y \Y F
V F V| F V F \% \% F
VvV F F|F V F \% F \Y%
F V V|V F V \Y% F \Y%
F V F|V F V \% \% F
F F V|V F V F \Y F
F F F|V F V F F \Y%

Y a continuaciéon vamos a ver una tabla conjunta para las féormu-
las AAB y Av B (siendo A y B cualesquiera férmulas de
lenprop):

SHESIESIESINS
H < HE <L W

SIS IS D
H << <<

§ 20.2. DERIVABILIDAD DE UNA FORMULA A PARTIR
DE OTRA EN TABLAS DE VERDAD

Dadas dos férmulas de lenprop, A y B , diremos que B es “deri-

vable de A mediante tablas de verdad” (abreviadamente, “de-
riv tv”), cuando en cualquier tabla conjunta para esas dos formulas,

sucede que en todas las filas en las que la formula A sale V, la férmula
B también sale V.
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O dicho de otro modo: B es deriv tv de A , cuando no hay nin-

guna fila en la cual A seaVy B seal.

Para abreviar esto, utilizaremos la “puerta giratoria sencilla”, con
el subindice correspondiente:

e

Y al hacer la tabla, trazaremos un rectangulo en aquellas filas en
las que la formula A sale V, si las hay.

Asi por ejemplo, la siguiente tabla muestra que, para cualesquiera
formulas de lenprop A y B, la féormula A — B es deriv tv de

AA B :

SESIESIES] IS
H <L H <L W

=SS SIS DS
< < =<

Efectivamente, vemos que en la tinica fila en la cual la formula A A B
recibe la letra V (que es la 1* fila de la tabla), también la férmu-

la A — B recibe esa letra. Por consiguiente, mediante dicha tabla
hemos demostrado que:

AAB o A— B

Veamos otro ejemplo. La siguiente tabla muestra que la formula p

es deriv tv de la férmula p A g :
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HEH < I
SEESEES RS IS
SRS RS DS
HOE <L <L

En efecto, también aqui vemos que en la tnica fila en la cual la férmula
p A q recibe la letra V (nuevamente la 12 fila de la tabla), la férmula

p recibe esa misma letra. Por consiguiente, mediante dicha tabla
hemos demostrado que:

PAG ., P

§ 20.3. DERIVABILIDAD TV DE UNA FORMULA A PAR-
TIR DE UN CONJUNTO DE FORMULAS

Mas en general, diremos que una férmula B es “derivable me-
diante tablas de verdad” (abreviadamente, “deriv tv”) de un
conjunto de férmulas D, cuando al hacer la tabla conjunta para D
y B, en todas las filas en las que todas las féormulas de D salgan V,

la formula B también salga V.

O dicho de otro modo: B es deriv tv de D, cuando no hay ninguna

fila en la cual todas las formulas de D salgan 'V, y la formula B salga
F.

Eso lo abreviaremos poniendo:

D| . B
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Y al hacer la tabla correspondiente, trazaremos de nuevo un rectangu-
lo en aquellas filas en las que todas las premisas sean V, si las hay.

Asi por ejemplo, la siguiente tabla muestra que la formula ¢ es

deriv tv del conjunto de férmulas ———p , pv q:

p q | —~ = = P p v q q
v V| F V F \Y \Y
v F| F V F \Y F
F V|V F V \Y \Y
F F|V F V F F

Efectivamente, en este caso vemos que la unica fila en la que las
dos premisas son V es la 32 fila de la tabla. Y en esa fila, la conclusién
(es decir, la formula ¢ ) también es V. Por consiguiente, a la vista de
esta tabla, podemos afirmar que:

———p, pvyqg | ¢

§ 20.4. TEOREMA DEL CALCULO TV

Por dltimo, diremos que B es un “teorema formal” del calculo de
tablas (abreviadamente, “teor tv”) cuando, al hacer la tabla de verdad

para B , esta formula salga V en todas las filas.

Esto lo abreviaremos poniendo:

|7TV B

Un ejemplo de ello es la fla:
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., PV —p

lo cual se demuestra mediante la siguiente tabla:

p|l »p v = p
A\ vV F
F vV Vv
Otro ejemplo es:
., A—>AvDB

lo cual se demuestra mediante la siguiente tabla:

A A

S ELSIESIESINS
H<E LD

<< <<
H < << <

§ 20.5. METATEORIA DEL CALCULO DE TABLAS DE
VERDAD

Si comparamos la definicién de las tablas de verdad (§19.2/-§(19.6/)
con las reglas de valoracién semdntica (§[7.2]), es bastante obvio que
las tablas de verdad proporcionan un método de comprobacion co-
rrecto y completo de la relacion de consecuencia en légica proposi-
cional.

El argumento que lo demuestra es sencillo de detallar, pero tampoco
nos vamos a detener a hacerlo aqui.
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Por otro lado, es aiin més obvio que las tablas de verdad constitu-
Y
yen un calculo puramente mecanico. Ello es asi porque, a diferencia
de lo que ocurria con el calculo de deduccion natural, al rellenar las
Y
tablas no “elegimos” nada: nos limitamos a seguir las instrucciones

ciegamente, sin mas. Por consiguiente, se trata de un céalculo decidi-
ble.

En contrapartida, las tablas suelen resultar bastante mas engorrosas
que la deduccién natural: no requieren ingenio, pero si requieren mas
espacio (y mas simbolos) para su realizacion.

Asi por ejemplo, la derivacién

B, Bd #DEDNATPROP q

es notablemente mas escueta que su analoga mediante tabla de verdad

(vista en §[20.3]):
(1) ———p Pr
2) pvyq Pr
)
)

—p DN 1
q SD 2.3

§ 20.6. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Da ejemplos de tres férmulas de lenprop en las que aparezcan tres
simbolos proposicionales distintos, como en el primer ejemplo de

§(20.1|. Haz su tabla de verdad conjunta.
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Da ejemplos de dos féormulas de lenprop en las que aparezcan
dos simbolos proposicionales. Haz su tabla de verdad conjunta, e
indica si alguna de ellas es deriv tv de la otra.

Da un ejemplo de férmula de lenprop en la que aparezcan dos
simbolos proposicionales, los mismos que en los ejemplos de 2.
Verifica mediante tablas de verdad si dicha férmula es deriv tv de
las férmulas de 2.

Utilizando los mismos simb props que en 2 y 3, da un ejemplo de
teorema del calculo tv y demuestra que lo es mediante la corres-
pondiente tabla de verdad.

Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Explica con tus propias palabras por qué el calculo de tablas
de verdad es decidible, mientras que el célculo de deduccién
natural no lo era.

b) Demuestra la derivabilidad del ejemplo 3 mediante deduccién
natural, de la forma mas corta que se te ocurra. Indica si
consideras que, a simple vista, esta derivaciéon ha ocupado
mas o menos espacio que la tabla de verdad que construiste
en la cuestion 3.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 21

Arboles para logica proposicional:
nociones iniciales y reglas basicas

§ 21.7. INTRODUCCION A LOS ARBOLES LOGICOS

El tercer y ultimo célculo deductivo que vamos a estudiar en este curso
es también completamente mecanico, al igual que las tablas. Pero tiene
la ventaja de ser mucho mas elegante.

Se trata de los arboles légicos (0 “método de arboles”) para
la légica proposicional (abreviadamente, arprop). De hecho, es-
te método constituye el calculo mas eficiente, es decir, el que mejor
optimiza los recursos de procesamiento de la informacion.

La tnica pega que tiene es que es menos intuitivo que los dos pri-
meros. Pero con un poco de practica, nos acostumbraremos enseguida.

Para empezar, hay que decir que los arboles que vamos a construir
estan en posicion invertida, es decir: con la base del arbol arriba, y a
continuacion, el tronco creciendo hacia abajo, y las ramas bifurcandose
hacia abajo.
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Dicho esto, el arbol esta compuesto de nodos, cada uno de los cua-
les alberga una férmula (més o menos como las lineas de las deduccio-
nes en dednatprop). A la izquierda de cada nodo hay un nimero, que
indica el nivel de desarrollo del arbol. Y a la derecha hay que justificar
la introduccion de la férmula o férmulas en ese nivel, dependiendo de
la regla que se haya utilizado para ello.

A continuacién iremos presentando, una a una, las reglas de arprop.
En la version que estudiaremos aqui, este método consta de doce reglas
distintas. En este tema introduciremos tres de ellas — las méas bésicas
— vy en el tema siguiente introduciremos las otras nueve.

§ 21.8. REGLA DE PREMISAS DE ARPROP

Aunque el método arprop se puede usar para varios propositos, en
este curso nos vamos a limitar a su uso principal, que es como calculo
para generar derivaciones, desde un conjunto de premisas hacia una
conclusion.

Pues bien, la primera regla que vamos a estudiar es la regla de
premisas. Esta regla se llama igual que su homologa en dednatprop,
y su funcionamiento es muy similar — de hecho, son practicamente
idénticas.

En efecto, esta regla establece que las premisas de la derivacion
ocuparan el inicio del arbol: a cada premisa corresponderda un nodo
(desde el nivel 1 en adelante), y se irdn colocando en vertical, una
debajo de otra.

Ademas, a la izquierdea de cada premisa pondremos su nivel, y a la
derecha pondremos la indicacién “Pr” (premisa), tal y como haciamos
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en dednatprop.

Ocasionalmente, veremos arboles con una sola premisa. Y también
veremos drboles sin premisas (es decir, arboles “desde el conjunto vacio
de premisas”). En este tltimo caso, el arbol no tendrd ningin nodo
correspondiente a las premisas, por lo que comenzaremos directamente
con la regla de conclusion, de la que vamos a hablar ahora mismo.

§ 21.9. REGLA DE ARPROP PARA INTRODUCIR LA
CONCLUSION

Efectivamente, una vez colocadas las premisas (si las hay), viene el
turno de la conclusién. Y aqui es donde el método de arboles resulta un
poco anti-intuitivo, y puede jugarnos una mala pasada, si no prestamos
atencion.

Pues bien, de acuerdo con la regla de conclusién de arprop:

LA CONCLUSION HAY QUE INTRODUCIRLA
SIEMPRE CON UNA NEGACION DELANTE.

Dicho en forma de eslogan: “antes de la conclusion, pon siempre una
negacion’.

Ademas, a la izquierda de esta férmula, colocaremos su nivel en
el desarrollo del arbol. Este ntimero sera el correlativo que le toque,
dependiendo de cuantas premisas tenga la derivaciéon que vamos a
comprobar. Si se trata de un arbol sin premisas, entonces el nodo de
conclusion estara en el nivel 1.

Y a la derecha de este nodo, colocaremos la anotacién “—C”, que
significa negacion de la conclusion.
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Por ltimo, al conjunto de estos primeros nodos (es decir, los nodos
con las premisas, si las hay, y el nodo de negacién de la conclusién),
los llamaremos “la base del arbol” (asi como “el tronco inicial
del arbol”, o su “lista inicial”).

§ 21.10. REGLA DE CIERRE

Una vez colocado el tronco inicial, procederemos a extender el arbol,
anadiendo nuevos nodos al mismo. Para ello, utilizaremos las restantes
reglas, que iremos presentando en las proximas secciones.

Algunas de esas reglas abrirdan una bifurcacién en dos ramas sepa-
radas. Otras reglas continuaran el tronco del arbol (o la rama a la que
se apliquen) en vertical, sin bifurcar.

Ahora bien, tras la introducciéon de cualquier nueva formula en el
arbol, tenemos una obligacion especial: debemos recorrer la rama en
cuestion hacia atras, hasta arriba del todo. Y debemos comprobar
si se da la circunstancia de que en algin nodo de esa rama
aparece una férmula A (la que sea), y en otro aparece su

negacion, —A .

Si detectamos eso, entonces diremos que esos dos nodos “chocan
entre si”’. Y en ese momento, colocaremos un circulo con una cruz
(“®”) debajo esa rama, y diremos que dicha rama “esta cerrada”.

Asimismo, debajo de la cruz indicaremos los niimeros de los nodos
que chocan. Y ya no nos ocuparemos de extender esa rama nunca mas.
Es por ello que a esta tercera regla de arprop la llamamos “regla de
cierre”.
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§ 21.11. DINAMICA GENERAL DEL METODO DE ARBO-
LES

Mientras una rama no esté cerrada, diremos que “esa rama esta
abierta”, y seguiremos ocupandonos de extenderla, mientras las re-
glas nos lo permitan.

Si llega un momento en que las reglas del método no nos permiten
extender méas una rama abierta, entonces diremos que “esa rama
esta terminada y abierta”.

En cuanto al arbol en su conjunto, si se llegan a cerrar todas sus
ramas, entonces diremos que “el arbol esta cerrado” (o que “el
arbol esta terminado y cerrado”, o que “el arbol ha terminado
cerrando”).

Ahora bien, mientras el arbol tenga una o mas ramas abiertas, en-
tonces diremos que “el arbol esta abierto”, y seguiremos ocupando-
nos de extenderlo, mientras las reglas nos lo permitan.

Y finalmente, si llega un momento en que las reglas del método no
nos permiten extender mas un arbol, aunque tenga ramas abiertas,
entonces diremos que “ese arbol estd terminado y abierto” (o
que “el arbol ha terminado abierto”).

Por ultimo, adoptaremos la siguiente pauta de actuacion, por eco-
nomia del método: siempre que podamos, aplicaremos las reglas
que no bifurcan antes que las reglas que bifurcan. Esto no cam-
biara el hecho de que el arbol termine cerrado o abierto, pero si hara
que los arboles sean mas cortos — y por tanto, nos ayudara a optimizar
esfuerzos.
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§ 21.12.’DERIVABILIDAD EN ARPROP A PARTIR DE
UNA FORMULA

Una vez asentado todo lo anterior, diremos que una férmula B es
“derivable de otra formula A en arprop”, cuando cualquier
arbol que tenga como tronco inicial la premisa A y la conclusion

B , acabe cerrando.

Para abreviar esto, utilizaremos la “puerta giratoria sencilla” con
el subindice “AP” (por “arprop”), poniendo:

A |- B

Por otra parte, si a partir del tronco inicial formado por la premisa
A vy la conclusion B , conseguimos construir un arbol terminado

y abierto, entonces diremos que B “no es derivable de A en
arprop”’, lo cual representaremos mediante:

Al B

§ 21.13. EJEMPLO DE DERIVABILIDAD EN ARPROP A
PARTIR DE UNA FORMULA

Para construir nuestro primer arbol, vamos a utilizar una sola férmula,
p , v la vamos a colocar como premisa y como conclusion. En ese caso,
aplicando todo lo dicho hasta ahora, pondremos:

(1) p Pr
2)  —p —C
X

1,2
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Efectivamente, hemos colocado la tinica premisa (es decir, la formula
p ) en el nivel 1, avalada por la regla Pr. Y a continuacion, en el nivel
2, hemos colocado la negacion de la conclusién (es decir, la férmula
—p), avalada por la regla —C.

Ahora bien, inmediatamente después de introducir el segundo no-
do, nos percatamos de que este choca con el primero. Por lo tanto,
procedemos a cerrar esa rama, indicando los niveles de los nodos que
chocan (el 1y el 2).

Asi pues, en este caso, el arbol termina cerrando. Con lo cual, hemos
demostrado que:

p ., P

§ 21.14. DERIVABILIDAD EN ARPROP A PARTIR DE
UN CONJUNTO DE FORMULAS

Maés en general, diremos que B es “derivable de un conjunto
de formulas D en arprop”, cuando exista un arbol cerrado cuyas
premisas sean formulas de D, y cuya conclusion sea la férmula B .

Esto lo abreviaremos poniendo:

D} B

Por su parte, si ocurre que cualquier arbol que comience con pre-
misas de D y la conclusion B termina abierto, entonces diremos que

“ B no es derivable de D en arprop”. Y esto lo abreviaremos
poniendo:

D%AP B
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§ 21.15. EJEMPLO DE NO DERIVABILIDAD EN ARPROP
A PARTIR DE UN CONJUNTO DE FORMULAS

Para construir nuestro segundo arbol, vamos a partir de las formulas
p, ¢ y r como premisas, y de la férmula s como conclusion. Por
consiguiente, empezaremos el arbol colocando una premisa en cada
uno de los nodos iniciales, y a continuacién colocaremos la negacion
de la conclusién:

1) p Pr
(2) q Pr
(3) r Pr
4)  —s  —C

Aunque todavia nos quedan por introducir nueve reglas del método
de arboles, podemos anticipar que ninguna de ellas se aplica a simprops
0 negaciones de simprops.

Por consiguiente, este arbol no se puede extender més: se trata de
un arbol terminado y abierto.

Con lo cual, hemos demostrado que:

p,q, ), s

§ 21.16. TEOREMAS FORMALES DE ARPROP

A su vez, diremos que B es un “teorema formal de arprop”,

cuando cualquier arbol que comience con —B (sin incorporar ningu-
na premisa) acabe cerrando.
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Esto lo abreviaremos poniendo:

}7AP B

Y diremos que B no es un “teorema formal de arprop”, cuan-

do cualquier arbol que comience con —B (sin incorporar ninguna
premisa) termine abierto.

Esto lo abreviaremos poniendo:

Vi B

§ 21.17. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan

ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1.

2.

Indica brevemente qué pega tiene arprop, segun §21.7| y §21.9|.

Indica brevemente en qué consiste el tronco inicial de un arbol, y
coOmo hay que construirlo.

. Explica, a partir de §[21.11], si es posible que un arbol cerrado

tenga una rama abierta.

Inspirandote en §(21.10 y §{21.13|, construye un arbol para de-
mostrar que:

——q |-, ¢
Inspirandote en §[21.15|, construye un arbol para demostrar que:

—p, —q, -1 [ s
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6. Inspirandote otra vez en §21.15|, construye un arbol para de-
mostrar que:

APp

7. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

b) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 22

Arboles para logica proposicional:
reglas dinamicas

§ 22.1. REGLAS BASICAS Y REGLAS DINAMICAS

A las tres primeras reglas de arprop, que introdujimos en el tema
anterior (es decir, la regla de premisas, la regla de conclusion y la
regla de cierre), las vamos a llamar “reglas basicas de arprop”.

Y a las restantes nueve reglas, que irdn apareciendo a lo largo de
este tema, las llamaremos “reglas dinamicas”. Este nombre estd
justificado en cuanto que cada una de estas reglas extiende el arbol,
mediante la introduccién de nodos nuevos a partir de los nodos ya
existentes.

§ 22.2. REGLA DE DOBLE NEGACION DE ARPROP

La regla de doble negacion de arprop consiste en lo siguiente.

Sea A cualquier férmula de lenprop, y supongamos que un nodo

de un arbol consiste en la féormula ——A . Pues bien, en ese caso

207
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procederemos a extender todas las ramas abiertas que contengan ese
nodo, anadiendo la féormula A . Al hacerlo, pondremos a la derecha

de A la indicacién ‘{=—7", seguida del nivel del nodo donde estaba
la férmula inicial.

Ademads, procederemos a colocar la marca de cotejo (“v”) a la
derecha de ——A , pegadita a la formula. Dicha marca nos servira

como recordatorio de que la formula ——A ha sido utilizada en
ese arbol, y ya no la volveremos a utilizar mas.

En este contexto, decimos que la férmula ——A es la “premisa

de la regla [=—]’, mientras que la formula A es la “conclusién”
de esta regla.

Esquematicamente, podemos representar la regla poniendo:

——A Vv
|
A nivel de ——A

§ 22.3. EJEMPLO DE ARBOL CON LA REGLA DE DO-
BLE NEGACION

Un ejemplo de arbol sencillo que usa la regla de doble negacion es el
que demuestra que:

=== [’

En efecto, construimos un arbol cerrado para esa derivacion po-
niendo:
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(1)  ——===p Pr

(2) —p —C
(3) —=p 1
®

2,3

Como vemos, en el nodo 3 hemos introducido la férmula que resulta
de eliminar la primera doble negacion en el nodo 1. Y la férmula que
resulta choca con el nodo 2, lo cual cierra el arbol.

§ 22.4. REGLA DE ARPROP PARA LA CONJUNCION

La regla de arprop para la conjuncién es también sumamente
sencilla, y consiste en lo siguiente.

Sean A y B férmulas cualesquiera de lenprop, y supongamos que

un nodo de un arbol consiste en la formula A A B . Pues bien, en ese
caso procederemos a extender todas las ramas abiertas que contengan
ese nodo, anadiendo dos nuevos nodos en vertical, en niveles sucesivos:

en el primero de ellos colocaremos la férmula A , y en el segundo

colocaremos la formula B .

A la izquierda de cada uno de estos dos nodos, indicaremos el nivel
correspondiente del arbol. Y a su derecha pondremos la indicacion
‘AT, seguida del nimero de nivel de la formula A A B .

Ademads, procederemos a colocar la marca de cotejo (“v”) a la
derecha de A A B , pegadita a la formula. Dicha marca nos servira

como recordatorio de que la férmula A A B ha sido utilizada en
ese arbol, y ya no la volveremos a utilizar mas.
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En este contexto, decimos que la férmula A A B es la “premi-

sa de la regla [A]’, mientras que las formulas A y B son las
“conclusiones” de esta regla.

Esquematicamente, podemos representar la regla poniendo:

AAB Vv
|
A [A] nivel de A A B
B [A] nivel de A A B

§ 22.5. EJEMPLO DE ARBOL CON LA REGLA DE LA
CONJUNCION

Un ejemplo sencillo de arbol que usa la regla de la conjuncion es el
que demuestra que:

PAG | q

En efecto, construimos un arbol cerrado para esa derivacion po-

niendo:
(1) PAq Pr
(2) —q —C
(3) 1
(4) 1

Qe =
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§ 22.6. REGLA DE ARPROP PARA LA CONJUNCION
NEGADA

La regla de arprop para la conjuncion negada es la primera de
las reglas que vamos a ver que bifurca las ramas. Y lo hace de la
manera siguiente.

Sean A y B foérmulas cualesquiera de lenprop, y supongamos

que un nodo de un arbol consiste en la férmula —(A A B) .

Pues bien, en ese caso procederemos a extender todas las ramas
abiertas que contengan ese nodo, mediante una bifurcacion en dos
nodos nuevos: en el nodo de la izquierda colocaremos la formula —A |

y en el nodo de la derecha colocaremos la formula —B .

A la izquierda de estos dos nodos, indicaremos el ntmero del nue-
: < : : : 2 ¢« ]
vo nivel del arbol. Y a la derecha, pondremos la indicacién :

seguida del nimero de nivel de la férmula —(A A B) .

Ademads, procederemos a colocar la marca de cotejo (“v”) a la

derechade —(A A B) , pegadita a la formula. Dicha marca nos servira

como recordatorio de que la férmula —(A A B) ha sido utilizada
en ese arbol, y ya no la volveremos a utilizar mas.

En este contexto, decimos que la férmula —(A A B) es la “pre-

misa de la regla [=A]’, mientras que las formulas —A y —B son
las “conclusiones” de esta regla.

Esquematicamente, podemos representar la regla poniendo:
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4 N

—A —B nivel de —(A A B)

/

§ 22.7. EJEMPLO DE ARBOL CON LA REGLA DE LA
CONJUNCION NEGADA

Como ejemplo sencillo de arbol que usa la regla de la conjuncién ne-
gada, vamos a construir un arbol para mostrar que:

TJ74AP rTNS

Es decir, vamos a demostrar que 7 A s no es derivable desde r , en
arprop.

Para demostrar esto, construimos un arbol a partir de la premisa r
y la conclusién r A s , y comprobamos que el darbol termina abierto:

1,3

Efectivamente, vemos que la rama de la izquierda cierra, pero que la
rama de la derecha termina abierta, y ya no quedan méas nodos a los
que aplicarles nuevas reglas.
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Por lo tanto, el arbol termina abierto, lo cual demuestra que r A s
no es derivable de la premisa r en arprop.

§ 22.8. REGLA DE ARPROP PARA LA DISYUNCION

El resto de reglas de arprop son similares a las anteriores.

Y por ello, contando con el trabajo que ya hemos hecho con estas
primeras reglas, y con el bagaje adquirido a lo largo del curso, nos
vamos a limitar a dar el esquema de cada una.

N
AvB vV
RN
A B [V]nivel de Av B /

§ 22.9. REGLA DE ARPROP PARA LA DISYUNCION NE-

GADA
4 ™
—(Av B) vV
|
—A nivel de —(A v B)
A

\ —B nivel de —(A v B)/
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§ 22.10. REGLA DE ARPROP PARA EL CONDICIONAL

A—-B Vv
—-A B [—] nivel de A — B

§ 22.11. REGLA DE ARPROP PARA EL CONDICIONAL
NEGADO

< )
|
A nivel de —(A — B)
K - B nivel de —(A — B)j

§ 22.12. REGLA DE ARPROP PARA EL BICONDICIO-

NAL
: N
A~ B V
A
A —A niwel de A < B

\ B —B nivel de A < B J
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§ 22.13. REGLA DE ARPROP PARA EL BICONDICIO-
NAL NEGADO

~ — R
A
A —-A niwel de A < B

\ —B B nivel de A < B J

§ 22.14. EJEMPLOS DE ARBOLES CON DIVERSAS RE-
GLAS

Vamos a empezar construyendo un arbol para demostrar:

pv(@—r), » -, —(gr-r)

(1)  pvig—r) v Pr

(2) —p Pr

(3) —=(g A1) V —-C

(4) gn—r vV 3

(5) q [A14

(6) =i/ (A4
/\

(7) p q—r v V]l
2

(8) -q¢ v [=]7

® ®

5,8 6,8
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Y por ultimo, construiremos otro arbol para demostrar:

peq, —(pvr) ¥ q

(1) p<q Vv Pr

(2) —(pvr) v  Pr

(3) —q -C

(4) —p 2

5) — )
RN

(6) —p 1

p
(7) q —q 1
®

3,7 — 4,6

Como vemos, una de las ramas de este ultimo arbol termina cerran-
do, pero la otra no. Por lo tanto, el arbol termina abierto, lo cual
demuestra que no existe una derivacién desde las premisas p < q y

—(p v r) hacia la conclusién ¢ , en arprop.

§ 22.15. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Inspirandote en §[22.4] y §[22.6|, construye un arbol para demos-
trar:

PAG , TAS = DPAS

2. Usando las reglas [=—], [V] y [— —, construye un arbol para
demostrar:

—mTpV g b, P—g
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. Construye un arbol terminado y abierto, para demostrar:
peq, pvr ¥ por

. Pon un ejemplo de argumento formal que se pueda derivar en
arprop, y construye un arbol para demostrarlo.

. Pon un ejemplo de argumento formal que no se pueda derivar en
arprop, y construye un arbol para demostrarlo.

. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Pon mas ejemplos similares a los pedidos en 4 y 5, tan com-
plejos como te sea posible.

b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

c¢) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 23

Metateoria del método de arboles
para la logica proposicional

§ 23.1. DECIDIBILIDAD DE ARPROP Y METATEORIA
DE LA LOGICA PROPOSICIONAL

A la vista de las reglas del método, es evidente que arprop es decidi-
ble. En efecto, la construccién de los arboles es puramente mecanica:
basta con ir aplicando las reglas una tras otra, hasta que no quede nin-
guna por aplicar. Y es obvio que todos los arboles terminan, abiertos
o cerrados, tras un nimero finito de pasos.

Por consiguiente, ya conocemos dos calculos deductivos deducibles
para la légica proposicional (las tablas de verdad y arprop). Y por
el hecho de existir cdlculos deductivos decidibles para la logica pro-
posicional, decimos genéricamente que “la légica proposicional es
decidible”.

A continuacién, vamos a probar que arprop es también un calculo
correcto y completo, en el sentido en que definimos estos términos en
§[18.6|.

218
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Por consiguiente, los tres calculos deductivos para la légica propo-
sicional que hemos presentado este curso (dednatprop, las tablas de
verdad y arprop), han resultado ser correctos y completos. Y en el
caso de arprop, lo vamos a demostrar detalladamente.

Pues bien, por el hecho de que existir sistemas deductivos correctos
y completos para la légica proposicional, decimos genéricamente que
“la l6gica proposicional es axiomatizable”.

§ 23.2. LEMA DE CORRECCION DE LAS REGLAS DINAMI-
CAS DE ARPROP

Si una interpretacion satisface la premisa de una regla dinami-
ca, entonces también satisface sus conclusiones (en el caso en
que la regla no bifurque), o al menos una de la ramas de
conclusiones (en el caso en que la regla bifurque).

Prueba. La prueba de este resultado es muy sencilla: basta con ins-
peccionar las reglas dindmicas de arprop, una a una, y cotejarlas con
las reglas de valoracion seméantica que vimos en §[7.2].

Empecemos con las reglas que no bifurcan, y concretamente con la
primera de ellas, [==]. Pues bien, si una intprop [ satisface la férmula

——=A (es decir, si I( =——A ) = V), es obvio que también satisfard
la férmula A (es decir, I( A ) = V). En definitiva: si I satisface la
premisa de la regla, también satisfard su conclusion.

La siguiente regla que no bifurca es [A]. En este caso, la regla
tiene dos conclusiones: A y B . Ahora bien, resulta obvio que si

I( An B ) =V, entonces tendremos necesariamente I( A ) = V y
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I( B ) =V. Es decir, que si [ satisface la premisa de la regla, enton-
ces satisfara también sus dos conclusiones.

Lo mismo ocurre con las otras dos reglas que no bifurcan,
y [ —]. Pero en este caso, vamos a dejar su explicacion para las
Cuestiones del final.

En cuanto a las reglas de arprop que bifurcan, son cinco: [=A7, [V],
[—=], [<]y [~ <] Empezaremos examinando la primera de ellas, [—A .

Pues bien, supongamos que I( =(A A B) ) = V. Como sabemos

por §[22.6|, esta regla bifurca en dos: por una parte, —A , y por la

otra, —B .

Ahora bien, es obvio que si I( —=(A A B) ) = V, entonces necesaria-

mente tiene que ocurrir [( A ) =F o I( B ) =F. Y por consiguiente,

tendremos I( =A ) = Vo I( =B ) = V. Es decir, que [ tiene que
satisfacer una de las dos bifurcaciones, como se queria demostrar.

Las reglas [V ]y se resuelven de forma similar, asi que las deja-
remos para las Cuestiones del final.

En cuanto a la regla [<], supongamos que I( A < B) = V. Pues

bien, aplicando la valoracion seméantica de esta conectiva, es obvio que
tendremos necesariamente, o bien:

I(A)=V y I(B)=V

o bien:
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En el primer caso, seran V bajo I las conclusiones de la rama iz-
quierda de esta regla. Y en el segundo caso, lo seran las conclusiones
de la rama derecha. Por consiguiente, I satisface al menos una de las
bifurcaciones, como se queria demostrar.

La regla[= <], por ultimo, es similar a esta, y la dejaremos también
para las Cuestiones del final.

§ 23.3. LEMA DE CORRECCION DEL METODO DE ARBO-
LES PARA LA LOGICA PROPOSICIONAL

En arprop, si la lista inicial de un arbol es satisfacible, en-
tonces el arbol terminara abierto.

Prueba. Supongamos que la lista inicial de un arbol es satisfacible.
Por consiguiente, habra una intprop, digamos I, que hara V a todas
las férmulas de esa lista.

El tronco inicial del arbol tiene que estar abierto, puesto que de
otro modo tendria que contener una férmula y su negacién, y en tal
caso la lista inicial no seria satisfacible.

Ahora bien, del lema que acabamos de demostrar se sigue que, al
extender el tronco inicial mediante la aplicacion de una regla dinami-
ca, puesto que la premisa es V bajo I, al menos una de las ramas
obtenidas seguira siendo V bajo I. Esto ocurrira con una de las dos
ramas de la bifurcacion, si se trata de una regla que bifurca, o bien
con la continuacién de la rama, si se trata de una regla que no bifurca.

En cualquier caso, la extension del tronco inicial mediante cualquier
regla, siempre contendra una rama cuyas formulas son V bajo I.
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A su vez, cuando esta rama se extienda por la aplicacion de otra
regla dinamica, al menos una rama obtenida de ella seguird siendo V
bajo I. Y asi sucesivamente.

Ello implica que dicha rama estara siempre abierta, necesariamente,
porque de otro modo tendria que contener una férmula y su negacion,
y sus férmulas no podrian ser (todas ellas) V bajo I.

Por consiguiente, este arbol no puede cerrar nunca, por lo que ter-
minara abierto, como queriamos demostrar.
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§ 23.4. TEOREMA DE CORRECCION DEL METODO DE
ARBOLES PARA LA LOGICA PROPOSICIONAL

Si una férmula es derivable en arprop de un conjunto de
formulas, entonces es una consecuencia légica suya:

Si Dy _ A entonces DE A

Prueba. Si D~ = A | ello significa que habra un arbol cerrado, cuyo
tronco inicial contendra férmulas de D como premisas, y la férmula
—A como negaciéon de la conclusion.

Ahora bien, en virtud del lema anterior, eso implica que no hay
ninguna intprop que satisfaga simultaneamente todas las formulas de
Dy —A (puesto que si la hubiera, el arbol tendria que terminar
abierto).

Por consiguiente, cualquier intprop que satisfaga las formulas de
D, tiene que satisfacer también a A . Es decir, que A es conse-

cuencia légica de D (en otras palabras, D ):PROP A ), como se queria
demostrar.

Una vez concluida la demostracion del teorema de correccion, pasa-
mos a la del teorema de completitud. También en este caso, la prueba
procede a partir de dos lemas previos.

§ 23.5. LEMA DE COMPLETITUD DE LAS REGLAS DINAMI-
CAS DE ARPROP

Si una interpretacion satisface las conclusiones de una regla
dindmica (en el caso de que la regla no bifurque), o al menos
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una de las ramas de conclusiones (en el caso de que la regla
bifurque), entonces también satisface la premisa de esa regla.

Prueba. Este lema es reciproco al lema de correccion de las reglas
dindamicas, y su prueba es similar. En efecto, también aqui basta con
ir inspeccionando las reglas dindmicas de arprop una por una, y cote-
jarlas con las reglas de valoracién seméantica que vimos en §[7.2]. La
unica diferencia es que en este caso iremos “de abajo a arriba”, por
asi decirlo.

Para esta prueba también empezaremos con las reglas que no bi-
furcan, y concretamente con [——.

Pues bien, partimos de la hipotesis de que una intprop I satisface
la conclusion de esta regla, es decir, A . Dicho en otras palabras,

V.

partimos de la hipétesis de que I( A )

Pero entonces, resulta obvio que I también tiene que satisfacer la
premisa de esta regla, y por consiguiente [( —=—A ) =V,

La siguiente regla que no bifurca es [A], y la prueba del lema en
este caso es igual de sencilla.

En efecto, partimos ahora de la hipotesis de que una intprop I satis-
face las dos conclusiones de esta regla, es decir, A y B (siendo A y
B flas cualesquiera de lenprop). Pero en ese caso, resulta igualmente

obvio que [ tiene que satisfacer también la premisa de esta regla, es
decir, la fla A A B .

Otro tanto ocurre con las otras dos reglas que no bifurcan ((—v]y
[=]), cuya explicacién dejamos para las Cuestiones.
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En cuanto a las reglas que bifurcan, empezaremos una vez mas por

la primera de ellas, [=A].

Pues bien, la premisa de dicha regla es la férmula —(A A B) , y la
aplicacion de la regla bifurca la rama en dos conclusiones separadas:
en la rama izquierda aparece la féormula —A | y en la rama derecha

aparece la féormula —B .

Ahora bien, es obvio que si cualquiera de estas dos formulas ( —A

o —B ) es V bajo I, también lo va a ser la férmula —(A A B) . Por

consiguiente, el lema se cumple también en este caso.

Con el resto de reglas que bifurcan ((V], [=], [<]y [~ <]) el razo-
namiento es igual de facil, asi que volveremos a dejar su explicacién
para las Cuestiones del final.

§ 23.6. LEMA DE COMPLETITUD DEL METODO DE ARBO-
LES PARA LA LOGICA PROPOSICIONAL

En arprop, si un arbol termina abierto, entonces la lista inicial
es satisfacible.

Prueba. Para que un arbol termine abierto, tiene que tener al menos
una rama abierta y terminada. Sea R dicha rama.

A continuacién, vamos a definir una intprop I, que hara verdaderas
a todas las féormulas de R. Como la lista inicial del arbol (es decir, la
base del tronco) pertenece a esta rama, se seguird que dicha rama es
satisfacible.
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La definicién de dicha interpretacion es muy sencilla: I asignara
el valor V a cada simprop que aparezca como nodo en la rama R. Y
asignara el valor ' a todos los demés.

Apoyandonos en el lema previo, es facil ver que I tiene que hacer
verdaderas, necesariamente, a todas las flas de la rama R.

Para comprobarlo, lo primero que tenemos que observar es que cada
regla dindmica va descomponiendo las férmulas a las que se aplica en
formulas mas pequenas. A su vez, si a estas formulas se le aplican
nuevas reglas, el resultado seran férmulas ain mas pequenas. Y asi
sucesivamente, hasta llegar a las formulas atéomicas y negaciones de
atomicas, a las que ya no se puede aplicar ninguna regla.

Por hipétesis, todas las férmulas atémicas de R (es decir, todos los

simprops que aparecen como nodos independientes de la rama) son V
bajo I.

Ademas, si R contiene la negacién de una férmula atémica, digamos
—p , entonces no puede contener la propia formula p , porque se trata
de una rama abierta. Y si R no contiene la fla p , eso significa que

I( p)=TF, por definicién de I. Y por consiguiente, I( —p ) = V-

Ello significa que todas las formulas atémicas, y todas las negacio-
nes de féormulas atomicas, que aparezcan en R, seran verdaderas bajo
la interpretacion 1.

Ahora bien, exceptuando las formulas que pertenezcan al tronco
inicial del arbol, el resto de férmulas atémicas y negaciones de atémicas
que estén en R, tendran que ser conclusiones de las distintas reglas que
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se hayan aplicado en esa rama. Por consiguiente, en virtud del lema
previo, también las premisas de esas reglas seran V bajo I.

A su vez, si esas premisas se han obtenido como conclusién de otras
reglas, por la misma razon se sigue que a su vez las premisas de esas
reglas seran V bajo I. Y asi sucesivamente, hasta llegar a las férmulas
que estan mas arriba en el arbol.

Y por ultimo, como la rama esta terminada, sabemos que a todas
sus féormulas que no sean simprops o negaciones de simprops se le
habran aplicado las correspondientes reglas. Por consiguiente, cada
una de esas féormulas serd premisa de alguna regla, y tendra que ser V
bajo I, en virtud del razonamiento precedente.

En definitiva, podemos concluir que todas las férmulas de la rama
R son verdaderas bajo I, como se queria demostrar.

§ 23.7. TEOREMA DE COMPLETITUD DEL METODO
DE ARBOLES PARA LA LOGICA PROPOSICIONAL

Si una férmula es consecuencia légica de un conjunto de
formulas, entonces es derivable de dicho conjunto en arprop:

Si DE A entonces DE_ A

Prueba (restringida). Para simplificar la prueba de este teorema,
vamos a suponer que D es un conjunto finito de férmulas. Por con-
siguiente, no probaremos el resultado en su generalidad, sino en esta
version restringida. El teorema en su generalidad también se puede
demostrar, pero la prueba es mucho méas compleja.
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Pues bien, vamos a construir un arbol imaginario, en cuyo tron-
co inicial pondremos las formulas de D como premisas, junto con la
formula —A como negacién de la conclusién.

A continuacién, supondremos que hemos aplicado todas las reglas
correspondientes, hasta que ese arbol esté terminado.

Como partimos de la hipotesis de que D |:PROP A , podemos dar
por sentado que cualquier interpretacion que haga V a todas las flas
de D, también hara V a la fla A . Por consiguiente, no puede haber

ninguna intprop que haga V a todas las flas de D y ala fla —A al
mismo tiempo.

En consecuencia, en virtud del lema anterior, se sigue que el arbol
para Dy —A tiene que terminar cerrando. Y de ello, se sigue a su

vez D+ A, como querfamos demostrar.

§ 23.8. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr. Alli donde te pidan
ejemplos, usa los tuyos propios, distintos a los que aparecen en el tema.

1. Inspirdandote en §|23.2|, explica por qué las reglas [=V]y [~ —
cumplen el lema de correccién de las reglas de arprop.

2. Haz lo mismo que en el punto anterior, pero respecto de las reglas

V]y =]

3. Inspirandote en §[23.5|, explica por qué las reglas [—Vv]y [—= —
cumplen el lema de completitud de las reglas de arprop.

4. Haz lo mismo que en el punto anterior, pero respecto de las reglas

V]y =]
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5. Siguiendo las instrucciones de §23.5|, especifica la interpretacién
I que hace V a la rama abierta del segundo ejemplo de §[22.14].

6. Explica con tus propias palabras las consecuencias que se siguen
de §23.1], §(23.4] y §|23.7|, sobre el trasfondo de lo indicado en
§[18.6].

7. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Haz un resumen sinéptico de este tema, con tus propias pa-
labras.

b) Escribe tu opinién razonada sobre cualquier aspecto de este
tema que haya llamado tu atencion.

c) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.



Tema 24

Ldgicas no clasicas e inteligencia
artificial

§ 24.1. ;POR DONDE SEGUIR?

Estamos llegando al final de nuestro viaje, y es el momento de pre-
guntarnos qué hay mas alla: jpor donde podemos seguir avanzando,
en nuestro estudio del razonamiento deductivo?

Una primera ruta que podemos tomar consiste en ahondar en los
mismos contenidos que hemos visto aqui (es decir, la légica proposi-
cional cldsica), pero a un nivel mas profundo, riguroso y sofisticado.
Para ello, podemos consultar un manual de l6gica avanzada, como por
ejemplo el capitulo 7 de:

Moshé Machover, Set theory, logic and theiwr limitations
(libro que circula en pdf por internet).
Un segundo camino para ampliar los conocimientos adquiridos en
este curso es el que nos espera en el 2° cuatrimestre: la asignatura log-

for2, que nos introducird en la llamada “légica de predicados” (o mas
exactamente, en la “ldgica de predicados de primer orden cldsica™).

230
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De hecho, la légica proposicional no es mas que una fracciéon — la
parte mas basica — de la légica de predicados. Y la légica de predica-
dos clésica (incluyendo a la l6gica proposicional como una parte suya)
constituye una teoria unitaria, que viene siendo la principal referencia
en logica formal desde hace mas de un siglo.

Pero de esta teoria hablaremos més por extenso en logfor2, asi que
no adelantemos acontecimientos.

En este ultimo tema del curso vamos a explorar otras dos vias des-
tacadas, distintas a las anteriores, mediante las que podemos avanzar
en nuestro estudio del razonamiento deductivo. Se trata de las ldgicas
no cldsicas y la inteligencia artificial.

§ 24.2. LAS LOGICAS NO CLASICAS: LOGICAS EXTEN-
DIDAS Y LOGICAS ALTERNATIVAS

Las légicas no clasicas son propuestas de reforma sobre la légica
clasica.

Algunas de estas logicas pretenden ampliar la logica clasica con
nuevos simbolos 1égicos, sustancialmente diferentes a los de la logica
clasica, y extender las interpretaciones semanticas y los calculos deduc-
tivos, en atencion a esos nuevos simbolos. Tales sistemas se conocen

como “extensiones de la légica clasica” (o “légicas extendi-
das”).

Ademas, hay otros sistemas que proponen modificar (o “refor-
mar”) aspectos esenciales de la légica clasica. Ello obliga a reestruc-
turar las interpretaciones seméanticas y los calculos deductivos, de tal
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forma que algunas formulas que son leyes logicas de la logica clasica,
dejan de serlo en estos otros sistemas.

A los sistemas de légica no clasica que proponen revisiones de este
tipo, se les llama “légicas alternativas” (o “légicas divergentes”).

En breve, vamos a comentar brevemente un ejemplo destacado de
cada uno de estos grupos: un ejemplo de légica extendida (concreta-
mente, la [dgica modal), y un ejemplo de légica alternativa (concreta-
mente, la [6gica intuicionista). Una introduccion asequible a estos dos
sistemas se encuentra en las paginas 151-194 de:

Manuel Garrido (ed.), Ldgica y lenguages.

Una introduccién mucho méas exhaustiva y rigurosa a todos los sis-
temas de logica no clasica dignos de atencién es:

Graham Priest, An Introduction to Non-Classical Logic

(ambos libros circulan también en pdf por internet).

§ 24.3. LAS LOGICAS NO CLASICAS FRENTE AL PARA-
DIGMA PRINCIPAL

Aunque muchas de las légicas no cléasicas son valorables, y se han
estudiado en profundidad, ninguna de ellas ha conseguido — ni de
lejos — desbancar a la légica clasica como paradigma principal.

Las razones para ello son variadas: a veces, la motivacion del nuevo
sistema se considera insuficiente; a veces, sus consecuencias se consi-
deran inaceptables; a veces, no hay consenso sobre como se debe axio-
matizar; a veces, hay dificultades técnicas en cuanto a su desarrollo.
Con frecuencia, se combinan varias de estas razones.
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En definitiva, aunque la comunidad académica de la légica (tanto
en su vertiente matemética como en su vertiente filoséfica) considera
importante explorar los sistemas no clasicos, ninguno de ellos se ha
impuesto sobre la l6gica clasica: ninguno de ellos ha reemplazado
a la légica clésica, como en su dia se impuso la légica formal sobre la
silogistica aristotélica.

Por todo ello, la logica clasica sigue siendo el sistema estandar
o paradigma dominante, es decir: la principal teoria de referencia
en el campo de la logica formal.

§ 24.4. LA LOGICA MODAL: PRESENTACION

La légica modal es una ampliacién de la légica clasica que incorpora
dos nuevos simbolos l6gicos:

1. El operador de necesidad, que aqui representaremos por: []
2. El operador de posibilidad, que aqui representaremos por: <
En este contexto, si A es una férmula de lenprop, entonces:

[JA se lee “es mecesario que A 7.

Mientras que:

QA se lee “es posible que A 7.
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§ 24.5. LA LOGICA MODAL: DIFICULTADES

Una de las aparentes “leyes” de la légica modal es la siguiente:

OA = A

MODAL

Esto viene a decir que si una proposicion es necesaria, entonces pode-
mos concluir que es verdadera.

Otra aparente “ley” (equivalente, de hecho, a la anterior), es la
siguiente:

A ):MODAL <>A

Esto viene a decir que si una proposicion es verdadera, entonces po-
demos concluir que es posible.

Pues bien, estas dos leyes logicas, aparentemente inocuas, no han si-
do aceptadas por todo el mundo (hay interpretaciones de l6gica modal
en las que no son vélidas).

Otra “candidata” a ley logica de la légica modal es la siguiente:

04 O0A

MODAL

Esto viene a decir que si una proposicién es necesaria, entonces es
necesario que lo sea.

Esta ultima candidata ha sido todavia mas contestada que las dos
anteriores. Y asi ha ocurrido en muchos otros casos, dando lugar a una
verdadera multitud de sistemas modales distintos, compitiendo entre
si.

Por si esto fuera poco, las propias nociones de necesidad y posibili-
dad (asi como la llamada “seméntica de mundos posibles”, que se
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usa para interpretar estas nociones) han sido fuertemente criticadas,
por carecer de una base conceptual clara.

Todo ello explica que la légica modal, aun siendo el principal sis-
tema de légica no clasica, esté muy lejos de poder reemplazarla como
paradigma dominante.

Ahora hablaremos de la logica intuicionista, y para ello haremos un
breve excursus previo.

§ 24.6. LA CONJETURA DE LOS PRIMOS GEMELOS

El ntimero 10 es divisible por 2 y por 5, mientras que el nimero 11
solo es divisible por 1 y por si mismo. Por eso, se dice que el 11 es un
“niumero primo”.

Lo mismo le pasa al nimero 13, que esta situado solo dos unidades
por encima del 11.

A las parejas como 11 y 13 se les llama “primos gemelos”: nimeros
primos situados a dos unidades, uno del otro.

A fecha de hoy, nadie ha podido demostrar que existan infinitas
parejas de primos gemelos. Pero tampoco se ha podido demostrar que
no existan, es decir, que a partir de un determinado ntimero natural,
ya no aparezcan mas parejas de numeros de este tipo.

Por consiguiente, la “conjetura de los primos gemelos” — que
asi se llama este problema matematico — contintia siendo a fecha de
hoy un misterio.
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Sin embargo, si aplicamos el principio de bivalencia, se sigue que
esta conjetura tiene un valor predeterminado (verdadero o falso), aun-
que la comunidad matematica no lo conozca.

De igual manera, si aplicamos el principio de tercio excluso, enton-
ces podemos afirmar que:

O existen infinitos primos gemelos,

0 no existen infinitos primos gemelos.

aunque nunca lleguemos a saber cual de los dos disyuntos es cierto.

§ 24.7. LA LOGICA INTUICIONISTA

Pues bien, supongamos por un momento que las entidades matemati-
cas no tienen una existencia platonica, sino que son construccio-
nes de la propia comunidad matematica.

En ese caso, seria razonable pensar que la conjetura de los primos
gemelos no es V ni F por si misma. Y por lo tanto, seria razonable
pensar que esta conjetura solo se convertirda en V o I, en el momento
en que encontremos una demostracion o una refutacion constructiva
de la misma.

Pues bien, la légica intuicionista es lo que resulta de adoptar cohe-
rentemente ese punto de vista.

Ello obliga, sin embargo, a muchas renuncias. En efecto, la adop-
cion del prisma de visién que acabamos de describir, y de la légica
subyacente al mismo, nos obliga a renunciar al principio de biva-
lencia, nos obliga a renunciar al principio de tercio excluso, y nos
obliga a renunciar a la semantica veritativo-funcional. Y también
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nos obliga a renunciar a grandes porciones de la matematica clasi-
ca (la matematica “estdndar”), que esta basada en esos principios de
razonamiento.

Por esta y otras razones, la logica intuicionista se considera un
sistema interesante y digno de atencién, pero muy poca gente esta
dispuesta a adoptarla como paradigma principal.

§ 24.8. NOCIONES DE INTELIGENCIA ARTIFICIAL

Finalmente, llega el momento de abordar la perspectiva de la inte-
ligencia artificial (abreviadamente, “ia”) respecto al razonamiento
deductivo humano. De hecho, la ia es hoy en dia referencia obliga-
da, a la hora de abordar cualquiera de nuestras habilidades cognitivas
superiores.

Aqui haremos una reflexion muy breve al respecto. Una visiéon mas
completa se puede consultar en:

Carlos Madrid, Filosofia de la inteligencia artificial

(libro que también circula en pdf por internet).

Vamos a empezar con un ejemplo que no tiene nada que ver con
el lenguaje, pero que nos ayudara a entender el mecanismo que esta
detras de Chat GPT, Gemini y plataformas similares.

Las redes neuronales estdan inspiradas en el funcionamiento de
las neuronas (de ahf les viene su nombre).

En efecto, las neuronas reciben y transmiten senales unas a otras,
de diferente naturaleza e intensidad. Y de un modo aproximadamente
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analogo, los nodos de una red neuronal intercambian valores numéri-
cos, de acuerdo con ciertas variables estadisticas llamadas “pesos”.

Pues bien, supongamos que queremos disenar una red neuronal
que examine iméagenes (codificadas como cuadriculas de pixeles de
diferentes colores), e identifique los gatos que pueda haber en ellas.

Dicha red estara organizada en capas. Por ejemplo, puede haber
una primera capa que examine los pixeles de la imagen y detecte bordes
(es decir, lineas de pixeles cuyo color destaca del resto). A continua-
cién, puede haber una capa posterior que detecte dngulos (es decir,
cambios bruscos en los bordes). Después, puede haber otra capa que
detecte formas reconocibles (como por ejemplo, un 0jo). Y por tltimo,
la capa final se aventurara a dictaminar si hay o no algin gato en la
Imagen.

A continuacién, la red estd preparada para que le digamos si su
dictamen ha sido correcto o incorrecto. Y en funcién de ello, reajustara
sus pesos mediante unos algoritmos de aprendizaje, destinados a
mejorar progresivamente sus respuestas.

§ 24.9. PERSPECTIVA DEL RAZONAMIENTO DEDUC-
TIVO HUMANO DESDE LA TA

De un modo similar (pero con inputs lingiiisticos, y contando con
mas de 100 capas dierenciadas, cuyo numero va cambiando durante
el entrenamiento), es como procesa la ia el lenguaje natural. Asi es
como logra responder a nuestras preguntas, chatear, escribir ensayos
y poemas, etc.

Y como parte de esas habilidades, la ia puede reconocer y producir
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razonamiento deductivo (y de forma correcta, la mayor parte de las
veces).

Sin embargo, no parece que eso pueda reemplazar el analisis del
razonamiento que llevamos a cabo en logica formal (es decir, mediante
formalizacién, lenguajes formales y calculos 16gicos, como hemos hecho
en este curso). Y ello es asi por las razones siguientes.

En primer lugar, aunque el diseno matematico de las redes neuro-
nales esta inspirado en el cerebro humano, lo cierto es que para que
este mecanismo funcione bien, necesita ser entrenado con cantidades
masivas de datos (millones de veces més que lo que una persona puede
procesar en toda su vida).

Ademaés, la ia consume muchisima mas energia que el cerebro hu-
mano (cientos de miles de vatios, frente a los 20 vatios con que funciona
el cerebro).

Por ello, aunque la ia modela muy bien el razonamiento humano al
nivel input-output que describimos en §[18.2|, es altamente improba-
ble que su modo de procesamiento tenga realidad psicolégica.

Pero el problema mayor, es que a pesar de que la ia proporciona
un algoritmo tecnolégico eficaz, no estd basado en una comprension
previa de como funciona el lenguaje, ni el razonamiento deductivo. Y
tampoco sirve para proporcionar dicha comprension.

Asi por ejemplo, la lingiiistica divide su explicacion del lenguaje
natural en varios frentes: la morfologia (que analiza la composicién de
las palabras), la sintaxis (que analiza la composicién de las frases), la
semantica (que analiza el significado) y la pragmatica (que analiza la
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intervencién del contexto).

Sin embargo, la estructura de capas de los programas de ia (que
equivaldria, salvando las distancias, a esos niveles de analisis en la
lingiifstica tradicional) varia de unos programas a otros, es cambiante
conforme estos programas avanzan en su entrenamiento, y ni siquiera
es transparente a quienes han disenado el programa.

En definitiva, la ia es una tecnologia muy potente para emular
el razonamiento humano, pero no nos dice cémo funciona.

De un modo similar, la humanidad ha utilizado embarcaciones de
madera (como tecnologia eficaz para viajar por agua de un sitio a
otro), miles de afios antes de conocer el principio de Arquimedes, que
es la explicacion cientifica de por qué flotan tales embarcaciones.

Por todo ello, cabe concluir que el andlisis del razonamiento deduc-
tivo sigue necesitando hoy en dia de la logica formal, a pesar de las
muchas limitaciones de esta herramienta.

§ 24.10. CUESTIONES

Contesta solo a lo que te dé tiempo, sin correr.

1. Indica brevemente los cuatro caminos apuntados en §24.1| para
profundizar en los contenidos estudiados en este curso.

2. Explica en pocas palabras qué diferencia hay entre las logicas
extendidas y las logicas alternativas.

3. Explica, a tu mejor entender, en qué consiste que una teoria
cientifica sea el “paradigma dominante”.
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4. Indica brevemente las cuatro capas de la red neuronal que se

describe en §[24.§].

5. Indica brevemente las tres razones que se dan en §24.8 para
descartar que la ia reemplace a la légica formal.

6. Si te sobra tiempo, responde a alguna/s de las siguientes cuestio-
nes, a tu eleccion:

a) Intenta definir la posibilidad en términos de necesidad. Para
ello, completa las siguientes expresiones, a tu mejor entender:

-0A = O_A

~ MODAL

<>A EIVIODAL _|:| _A
b) Expresa brevemente una opinién razonada sobre si las en-
tidades matematicas existen de forma independiente de la
humanidad.

c¢) Escribe tu opinién razonada sobre cualquier otro aspecto de
este tema que haya llamado tu atencién.

d) Escribe tu opinién razonada sobre cualquier aspecto de la
filosofia que consideres importante resaltar, o sobre cualquier
otra cosa que quieras expresar.
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