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We have calculated the inelastic mean free path, stopping power, and energy-loss straggling

of swift electron, proton, and a-particle beams in a broad incident energy range in four

organic polymers: poly(methyl methacrylate) (PMMA), Kapton, polyacetylene (PA), and

poly(2-vinylpyridine) (P2VP). These calculations have been done through a suitable description of

their optical properties and its extension into the whole momentum and energy transfer excitation

spectrum. For electrons, we take into account the exchange effect between the projectile and the

target electrons, while the charge-state fractions have been considered for ions. Our results are

compared with other models and with the available experimental data. An excellent agreement

with experimental data is obtained in the case of proton and a-particle beams in Kapton and a

reasonably good agreement has been achieved for electron beams in PMMA, Kapton, and PA. We

have parameterized by means of simple analytical expressions our results for electron beams

interacting with these four polymers, which can be easily implemented in Monte Carlo

calculations. VC 2011 American Institute of Physics. [doi:10.1063/1.3581120]

I. INTRODUCTION

Polymers are materials of special importance due to their

extensive applications in diverse areas of physics, chemistry,

materials science, and nanoscience. For example, PMMA has

been widely used as a positive electron-beam resist in electron-

beam lithography,1,2 and it is important to know the spatial dis-

tribution of the energy deposited on it to improve the resolu-

tion of the patterns made by this procedure. Also this

technique can be combined with ion implantation, Rutherford

backscattering, and electronic microscopy to obtain nanostruc-

tures,3 waveguides,4 or modify the electrical properties of

materials.5 Moreover, PMMA is commonly used as a water

phantom in dosimetry measurements for radiotherapy.6 Kapton

is an excellent insulator, very resistant to radiation effects espe-

cially at high temperature; therefore, it is used invariably as a

thermal blanket in the outer surface of satellite structures. In

this type of environments, radiation can build up a positive or

negative charge in Kapton pieces, so it is crucial to know accu-

rately these effects to guarantee the survival of the satellite.7 In

addition, polymers have been widely used in the human body

due to their singular properties, such as low weight, facility to

shape, or chemical inertness in biological environments. The

great variety of different kinds of polymers allows to select the

best suitable material for a given biomedical application.8

Irradiation with energetic ion beams offers a possibility

to modify both the structural and the functional properties of

polymers to tailor them as useful materials for different

applications.9 These modifications are possible due to the

high energy delivered by the ion beam into the target, reach-

ing up to hundreds of electron volts per nanometer. In addi-

tion, polymers are much more sensitive to radiation than

inorganic targets, resulting in scission, cross-linking, and

graphitization.10 This damage can be exploited for improv-

ing properties of thin films,11 creating graphitic nanostruc-

tures3 or organic transistors.12 Therefore ion beam

modification of polymers is a well established technique to

change their tribological properties (hardness, Young modu-

lus, friction),13,14 as well as wetability and/or cell adhesion.8

Although stopping power data of polymers for charged

particles are highly demanded, it is not possible to obtain ex-

perimental data for all the combinations of projectiles and

polymers in an extended range of incident energies. Thus an

advantageous alternative is to dispose of a reliable theory ca-

pable of calculating the electronic energy-loss of the projec-

tile in a given target.

For projectiles in the high-energy range, Bethe theory15

can be used for the calculation of the stopping power. How-

ever, this theory requires a material-dependent parameter,

the mean excitation energy I, and additional theoretical cal-

culations for shell corrections. At intermediate energies,

stopping power calculations for ions are complex because of

changing mechanisms of ion-electron interactions. In addi-

tion, compound targets, such as polymers, manifest aggrega-

tion effects due to both chemical bonding and physical state.

A first approximation in the investigation of these aggrega-

tion effects in the stopping power of compound targets was

proposed by Bragg and Kleeman,16 assuming a weighted

additivity of the stopping cross-sections of its elemental con-

stituents. However, this assumption, called Bragg’s (or addi-

tivity) rule, is not totally suitable because it does not take

into account the effect of chemical bonds and physical state.

Deviations of measured stopping powers from the additivity

rule in compounds have been extensively reported.17,18

In this paper we use the dielectric formalism19 together

with the Mermin energy-loss function-generalized oscillator

strength (MELF-GOS) method20,21 to calculate the energy

loss of electron, proton, and a-particle beams througha)Electronic mail: pablo.vera@ua.es.
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electronic excitations in four organic polymers for a wide

interval of projectile energies, including the maximum stop-

ping power region. The advantage of this treatment lies in

the fact that it is not necessary to know the mean excitation

energy (in fact, it is an output of our calculations), and it

includes, in a self-consistent way, the shell corrections and

aggregation effects of the target. This procedure has been

successfully applied to find the energy-loss of light ions in

monoatomic,22,23 as well as in compound targets, with com-

plex excitation spectra,21,24–26 showing a satisfactory agree-

ment with the experimental data.

In what follows, we present the essentials of the theoreti-

cal formalism used, which is applied to calculate the inelastic

mean free path, stopping power and energy-loss straggling

for four widely used solid organic polymers: poly(methyl

methacrylate) (PMMA), Kapton, polyacetylene (PA), and

poly(2-vinylpyridine) (P2VP), for the case of electron, proton,

and a-particle beams. In Table I, we present the main proper-

ties of these polymers, such as their formula, atomic number

Z2, and atomic mass A2 (that is, the sum of the atomic and

mass numbers of the elemental constituents of the compound),

mass density q, molecular density N , and number of valence

electrons per molecule NV . Our calculations are compared

with available experimental data and with other theoretical

results, finding a good agreement with experiments, even bet-

ter than other models. For electrons, we analyze the effect of

electron exchange. We also obtain the mean excitation energy

of these polymers and compare them with values based in

Bragg’s rule or in stopping power measurements.

II. THEORETICAL BACKGROUND

A. Dielectric formalism

Due to the stochastic nature of the electronic excitations

induced by the passage of a swift projectile through a me-

dium, its energy-loss distribution, DE, per unit path length,

Dx, is characterized by the moments hDEni=Dx.

The zero moment (n ¼ 0) corresponds to the inverse

inelastic mean free path (k�1), which is related to the cross-

section r for an inelastic event by k�1 ¼ Nr, where N is

the target density of scattering centers.

The first moment (n¼ 1) is the mean energy loss per

unit path length, which is called stopping power or stopping

force, S. The stochastic fluctuations in the energy lost by the

projectile are accounted for by the second moment (n¼ 2),

which is the so called energy-loss straggling, X2, being

related to the variance of the energy loss per unit path

length.

Within the linear dielectric formalism,19 the moments

of the energy-loss distribution of a projectile, moving with

velocity v through a target characterized by a dielectric func-

tion e, is given by:

hDEni
Dx

¼ 2e2

pv2

ðxmax

0

dxð�hxÞn
ðkþ

k�

dk

�hk
FðkÞIm �1

eðk; xÞ

� �
; (1)

where e is the elemental charge, �hk and �hx are, respectively,

the momentum and energy transfer to the target in an inelas-

tic event, and Im �1=eðk; xÞ½ � is called the energy-loss func-

tion (ELF) of the material, which contains all the

information about the electronic excitations of the target.

FðkÞ is the form factor, related with the projectile charge

density, through FðkÞ ¼ jZ1 � f ðkÞj2, where Z1 is the projec-

tile atomic number and f(k) is the Fourier transform of its

electronic density.

The integration limits in the momentum transfer in

Eq. (1), based in conservation laws, are k6 ¼ Mv=�h

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðMv=�hÞ2 � 2Mx=�h

q
. For heavy projectiles, with mass M

much larger than the electron mass (M� me), Eq. (1) admits

the following simplifications: k� ¼ x=v, kþ ! 1 and

xmax !1.

At low and intermediate velocities, the projectile contin-

ually captures and loses electrons; therefore these charge-

exchange processes must be considered. We include these

processes considering the equilibrium charge state fraction

of the projectile, /q. Therefore, we rewrite the form factor

FðkÞ as:

FðkÞ ¼
XZ1

q¼0

/qjZ1 � fqðkÞj2; (2)

where q is the charge state of the projectile, and fqðkÞ is the

Fourier transform of the projectile electronic density of

charge q, which is modeled by the Brandt–Kitagawa

theory.31 To obtain /q, which depends on the projectile ve-

locity and the target nature, we use the values obtained by

the CasP code,32 where /q for compound targets has been

obtained applying Bragg’s rule to each element of the target.

When the projectile is an electron, FðkÞ ¼ 1. However,

in this case, it is necessary to take into account the indistin-

guishability between the incident (or primary) electron and

the hit target electron. We consider that primary electrons

are always the most energetic after the collision, and there-

fore xmax ¼ mev2=4 in Eq. (1).

B. MELF-GOS method

To obtain from Eq. (1) the projectile energy-loss distri-

bution, it is necessary to know the energy-loss function of

the target in the whole Bethe surface, that is, for all the

TABLE I. Properties of the polymers studied in this work.

Material Formula Z2 A2 q (g/cm3) N (molec/Å3) NV (from Ref. 30)

PMMA (C5H8O2)n 54 100.116 1.188 (Ref. 27) 7:14� 10�3 40

Kapton (C22H10N2O5)n 196 385.325 1.417 (Ref. 28) 2:23� 10�3 138

PA (CH)n 7 13.0189 1.36 (Ref. 29) 6:29� 10�2 5

P2VP (C7H7N)n 56 105.137 1.153 (Ref. 27) 1:45� 10�4 40

094901-2 de Vera, Abril, and Garcia-Molina J. Appl. Phys. 109, 094901 (2011)

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp



momenta, �hk, and energies, �hx, transferred to the target. We

use the MELF-GOS method20,21 to describe the electronic

excitation spectrum of the target. In this method, we treat

separately the outer electronic excitations (more sensitive to

aggregation effects) and the inner-shell electronic excitations

(which maintain their atomic nature), namely

Im
�1

eðk; xÞ

� �
¼ Im

�1

eðk; xÞ

� �
outer

þIm
�1

eðk; xÞ

� �
inner

¼
X

i
AiIm

�1

eM xi; ci; k; xð Þ

� �
Hðx�xth; iÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

outer electrons

þ2p2N
x

X
j
aj

X
n‘

df
ðjÞ
n‘ ðk; xÞ

dx
Hðx�xðjÞioniz;n‘Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

inner�shell electrons

:

(3)

The first term in the right hand side of this equation describes

the outer electronic excitations, that is, individual and collec-

tive ones. The excitations at k ¼ 0 are fitted to the optical ex-

perimental energy-loss function (OELF) by means of a

weighted sum of Mermin-type ELFs, where eM is the Mermin

dielectric function.33 The fitting parameters xi and ci corre-

spond to the position and width, respectively, of the ith Mer-

min-type ELF, while the coefficients Ai are their weights;

�hxth is a threshold energy. To obtain the Bethe surface, the

extension of the ELF at k 6¼ 0 is automatically given through

the analytical dependence of the Mermin-type ELF. Therefore

it is not necessary to propose a dispersion relation, as it is

done in other models.34–37 We have checked the ELF at k 6¼ 0

given by the MELF-GOS method with available experimental

data, obtaining a good agreement.23,38,39

The second term in the right hand side of Eq. (3) corre-

sponds to the inner-shell electronic excitations, which have

large binding energies and preserve their atomic nature;

therefore they are suitably modeled in terms of the general-

ized oscillator strengths (GOS) in the hydrogenic approach.40

df
ðjÞ
n‘ ðk; xÞ=dx is the GOS of the (n; ‘)-subshell, �hxioniz; n‘ is

the ionization energy of the (n; ‘)-subshell and aj is the stoi-

chiometry of the jth elemental constituent of the compound.

C. Sources of optical data

In Fig. 1 we represent by symbols the experimental ELF

in the optical limit, ELF(k ¼ 0, x), of PMMA,41 Kapton,42

PA,43 and P2VP (Ref. 44); the MELF-GOS fittings for each

material are shown by solid lines. For Kapton [Fig. 1(b)],

there are in the literature two different sets of experimental

ELFs, one obtained by reflectance measurements from 0.5 to

70 eV by Arakawa et al.42 and the other by reflection elec-

tron energy-loss spectroscopy (REELS) from 0 to 40 eV by

Mondio et al.45 We have decided to use the former optical

data because the latter use these data to determine the super-

ficial contribution of their measurements, having to do many

corrections to their experiment and because optical data

from Ref. 42 match better with high transferred energy data

from Henke et al.46

At high transferred energies, where there are no experi-

mental data of the ELF, we use the experimental results of

the refractive index, n, and the extinction coefficient, j, from

Henke et al.,46 which allow to obtain the ELF because

e ¼ ðnþ ijÞ2, applying Bragg’s rule to the ELF of the ele-

mental constituents of each polymer. We treated the K-shell

of C, N, and O as inner shells with ionization energies of

284.2, 409.9, and 543.1 eV, respectively.47 The outer elec-

tronic excitations are fitted using the parameters appearing in

Table II.

The energy-loss function of a target constructed by the

MELF-GOS method must verify the f-sum rule and the

Kramers-Kronig (or perfect screening) sum rule.30 The first

one is satisfied better than 1% for all polymers, and the sec-

ond one is also satisfied within an error of a few percent.

FIG. 1. (Color online) Energy loss function, ELF, in the optical limit (k¼ 0)

of: (a) PMMA, (b) Kapton, (c) PA, and (d) P2VP as a function of the trans-

ferred energy, �hx. Solid curves were obtained through the MELF-GOS method

(as described in the text), whereas experimental data for �hx < 100 eV were

taken from different sources: (a) ^ (Ref. 41), (b)� (Ref. 42), (c)5 (Ref. 43),

and (d) 3 (Ref. 44). The symbols (h) correspond to the ELF values at high

transferred energies obtained from x-ray scattering factors (Ref. 46).

TABLE II. Parameters used to fit the outer electronic excitations through

Eq. (3).

Material i �hxi (eV) �hci (eV) Ai

PMMA 1 19.13 9.03 2:59� 10�1

�hxth ¼ 2:99 eV 2 25.36 14.34 4:46� 10�1

3 70.75 48.98 4:44� 10�3

Kapton 1 6.45 1.90 8:01� 10�2

�hxth ¼ 2:32 eV 2 17.14 6.26 5:04� 10�2

3 20.91 5.31 1:01� 10�1

4 26.53 11.16 2:84� 10�1

5 38.10 23.13 1:22� 10�1

PA 1 4.22 2.31 1:65� 10�1

�hxth ¼ 0:95 eV 2 23.40 12.83 6:63� 10�1

3 39.46 13.61 1:90� 10�2

4 46.26 19.05 2:42� 10�2

P2VP 1 7.11 0.49 2:33� 10�2

�hxth ¼ 3:59 eV 2 23.50 14.33 6:27� 10�1

3 54.42 40.82 7:5� 10�3
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III. RESULTS AND DISCUSSION

One expression widely used to calculate the stopping

power for fast charged particles is the Bethe formula,15,48

where the main parameter is the mean excitation energy I,
which is a characteristic of the target. One of the outputs of

the MELF-GOS method is the I value, obtained through the

following expression

ln I ¼
Ð1

0
dx0x0 ln x0Im �1=eðk ¼ 0; x0Þ½ �Ð1
0

dx0x0Im �1=eðk ¼ 0; x0Þ½ �
: (4)

In Table III we show the calculated I values from the MELF-

GOS method corresponding to the four polymers discussed

in this work: PMMA, Kapton, PA, and P2VP. To check

departures from the additivity rule, we compare our results

with the mean excitation energy IB obtained by simple appli-

cation of Bragg’s rule,50 namely

ln IB ¼
P

j mjðZj=AjÞ ln IjP
j mjZj=Aj

; (5)

where mj, Zj, Aj, and Ij, represent, respectively, the fraction

by weight, the atomic number, the mass number, and the

mean excitation energy of the jth elemental component of

the compound material. Results obtained by Akkerman and

Akkerman37 and by Tan et al.51 from Eq. (4) are also

included in Table III. A value of I extracted from stopping

power measurements for protons and alpha particles in Kap-

ton in the MeV energy range is also presented,52 although in

this case, the dispersion of the experimental data makes it

difficult to obtain accurate values of the mean excitation

energy I. Differences between the I values obtained by the

MELF-GOS method with respect to the IB values are attrib-

uted to aggregation effects of the compound, which present

the largest deviations in low-Z materials because a large frac-

tion of the total number of electrons participates in the

bonding.

A. Electron beams

We present in Figs. 2 and 3 our calculations of the

inelastic mean free path, k, and the stopping power, S, of

electrons interacting with (a) PMMA, (b) Kapton, (c) PA,

and (d) P2VP targets. We restrict our results to nonrelativis-

tic electrons with energies ranging from 10 eV to 10 keV.

These calculations take into account the exchange effect

between the incident electron and the target electrons

through the Born–Ochkur approximation,53 which consists

in multiplying the integrand in Eq. (1) by the exchange factor

fex ¼ 1� ðk=vÞ2 þ ðk=vÞ4. This approximation must be

considered a lower limit in the stopping power (and an upper

limit in the mean free path), because the Ochkur exchange

correction is based on the assumption of single-electron exci-

tations; however, the Mermin-type ELF does not allow to

separate individual and collective electron excitations.

To evaluate the influence of the exchange effect, we

also show in Figs. 2 and 3 the inelastic mean free path and

the stopping power when calculated with and without this

effect (solid black and gray lines, respectively). As can be

seen in Fig. 2, the influence of the exchange effect on the

mean free path k is in the valley region (E �100 eV)< 10%

in general. The difference becomes less important (�5%) at

200 eV and even less at higher energies. For the stopping

power S, the exchange effect gives also a difference< 10%

at the maximum (E �100 eV), as it is shown in Fig. 3. This

difference also becomes smaller at high energies, but more

slowly, being �8% at 200 eV and< 5% above 400 eV.

TABLE III. Mean excitation energy I (eV) of the four polymers, obtained by several methods.

Material Present work ICRU (Bragg’s rule) Akkerman and Akkerman (Ref. 37) Tan et al. (Ref. 51) Porter (Ref. 52)

PMMA 70.3 74.0 61:5 (Ref. 49) 68.5 68.37 —

Kapton 82.4 79.6 (Ref. 49) — 76.30 80.64

PA 73.7 65.9 (Ref. 50) 67.5 63.80 —

P2VP 70.0 67.8 (Ref. 50) 65.2 65.74 —

FIG. 2. (Color online) Inelastic mean free path of electrons in: (a) PMMA,

(b) Kapton, (c) PA, and (d) P2VP, as a function of incident kinetic energy.

Solid black and gray lines are the results from the MELF-GOS method in

this work with and without the Born–Ochkur exchange correction (Ref. 53),

respectively. Dotted lines are the results from the TPP model without

exchange correction (Ref. 30). Dashes lines in (a), (c), and (d) are the results

from Akkerman and Akkerman (Ref. 37) with Ashley’s exchange. Dash-dot-

ted line in (d) is the result from Tan et al (Ref. 51). with Born–Ochkur

exchange. Available experimental data are presented by symbols:(	 PMMA

(Ref. 54), � Kapton (Ref. 55), and 
 PA (Ref. 58).
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Our results for k can be compared with experimental

data in the case of electrons interacting with PMMA, Kap-

ton, and PA. It is worth noting how our calculations are in

excellent agreement with the measurements in PMMA,54

Fig. 2(a), better than the results of the other models shown in

the figure. For Kapton, there is only one measurement at 967

eV by Cadman et al.,55 which lies �30% above all the calcu-

lations. The inelastic mean free path in the case of PA has

been investigated in Refs. 56–58; the experimental data

shown in Fig. 2(d) were reported in the more recent publica-

tion.58 The slope of these data cannot be reproduced by any

model. Nevertheless, the same group reports very different

experimental values in its previous publications.56,57

In Fig. 2 we also compare our results, obtained by the

MELF-GOS method, with calculations developed by

Tanuma et al.30 (dotted lines), Akkerman and Akkerman37

(dashed lines), and Tan et al.51 (dash-dotted line), based on

the dielectric response theory but using different approaches

to describe the ELF of the target. Our calculations agree well

(except for PMMA) with the TPP predictions30 at high

energy (�200 eV), but differences appear at the valley

region where the TPP curves go below our results. Concern-

ing the rest of models, there are differences in k of �30% at

the valley region and �15% at energies above 1 keV.

In the case of the stopping power S, Fig. 3, our calcula-

tions are also compared with the ones by Akkerman and

Akkerman37 and Tan et al.51 Now, all the models agree at

high energies, but the differences around the maximum are

�10%. Such differences in k and S are due to the different

approaches taken to extend the optical ELFðk ¼ 0; xÞ into

k 6¼ 0. Although both groups37,51 work with Drude dielectric

functions to fit the experimental OELF, the former37 uses a

weighted sum of Drude functions, and the latter51 uses a sin-

gle Drude function. Nonetheless, both extend the ELF at

k 6¼ 0 by means of a simple quadratic dispersion relation. In

fact, it can be seen how these calculations37,51 resemble each

other, due to their similar approaches. In the case of TPP

model,30 the Penn ELF is used, but also a quadratic disper-

sion relation is introduced. It is not the case of the MELF-

GOS method, where the dependence of the ELF with k is

naturally included through the functional form of the Mer-

min dielectric functions eMðk; xÞ and the GOS. In this sense,

the extension of the ELF into k 6¼ 0 is properly described by

our model, so we expect more reliable values of the stopping

magnitudes. In fact, it has been shown, in the case of several

targets,23,38,39 how the MELF-GOS method describes the

electronic excitation spectrum in the (k-x) space better than

Drude’s and Penn’s approaches.

To make easier and faster the implementation of our cal-

culations in a Monte Carlo simulation code, in what follows

we provide analytical expressions (with the corresponding

parameters) that adjust remarkably well to our results. For k
(in Å) we have used the modified form of the Bethe equation

for the incident energy dependence of the inelastic electron

scattering in matter30

kðEÞ ¼ E

E2
P½b lnðCEÞ � C=Eþ D=E2� ; (6)

where E is the electron energy (in eV), EP ¼ 28:8
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NVq=A2

p
(in eV) is the nominal bulk plasmon energy, and b, C, C, and

D are fitting parameters. NV is the number of valence elec-

trons per molecule, which has been taken from Ref. 30; q is

the density of the polymer in g/cm3 and A2 is its mass num-

ber (see Table I). An excellent fitting to our results has been

achieved with Eq. (6) in the range 10 eV to 10 keV using the

parameters shown in Table IV. It is worth to note that

although the exchange correction is overestimated in the cal-

culations (because Born–Ochkur correction is only valid for

individual excitations and Mermin ELFs do not allow to dis-

tinguish them from the collective excitations), we expect the

corrected results to have an error of only a few percent

because individual excitations are dominant in the range of

energy considered in this work.

FIG. 3. (Color online) Stopping power of (a) PMMA, (b) Kapton, (c) PA,

and (d) P2VP for an electron beam, as a function of incident kinetic energy.

Solid black and gray lines correspond to the results obtained from the

MELF-GOS method in this work with and without the Born–Ochkur

exchange correction (Ref. 53), respectively. Dashed lines in (a), (c), and (d)

are the results from Akkerman and Akkerman (Ref. 53) with Ashley’s

exchange factor. Dash-dotted line in (d) is the result from Tan et al. (Ref.

53) with Born–Ochkur exchange.

TABLE IV. Parameters used to apply Eq. (6) to the four polymers discussed

in this work.

Material b (eV�1 Å�1) C (eV�1) C (Å�1) D (eV Å�1) EP (eV)

PMMA 0.0180 0.206 2.006 32.094 19.842

Kapton 0.0162 0.186 2.278 49.789 20.597

PA 0.0177 0.207 2.097 27.739 20.814

P2VP 0.0175 0.200 1.913 31.146 19.075
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Kumagai et al.59 have developed an expression with ad-

justable parameters for the stopping power S of electrons

that, in eV/Å, reads

SðEÞ ¼ 784:6Z2q
EA2

Xm

i¼1

ai

ni
ln 1þ E

bi

� �ni
� �

; (7)

where E is the electron energy in eV, q is the target density

in g/cm3 and ai, bi, and ni are fitting parameters. By using

only one term in the sum, we have achieved an excellent fit-

ting to our calculated data in the range 50–1000 eV, so we

can fit our results, for E � 1 keV, with

SðEÞ ¼ 784:6Z2q
EA2

a1

n1

ln 1þ E

b1

� �n1
� �

; (8)

being a1, b1, and n1 the parameters given in Table V.

For higher energies, it is justified the use of Bethe for-

mula for these polymers because the excitation thresholds of

all the inner-shells involved are overtaken. Therefore, for

E > 1 keV, the next equation should be used

SðEÞ ¼ 784:6Z2q
EA2

ln
1:166E

I

� �
; (9)

where the value of I is that calculated by the MELF-GOS

method (see Table III).

B. Light ion beams

The MELF-GOS method results for the electronic stop-

ping power of proton and a-particle beams in the polymers

PMMA, Kapton, PA, and P2PV are depicted in Fig. 4 by

solid lines. The calculated data cover a wide range of inci-

dent energies, including the maximum stopping power

region. We neglect the contribution of nuclear stopping

power because it is very small in the energy range considered

in this work, especially for low-Z targets.60 We have checked

that the nuclear stopping contribution to the total stopping

power is of a few percent below 10 keV/u (< 2 % for protons

and< 4 % for alphas), where our calculations cannot be

applied because these energies are too low to use the Born

approximation. At 25 keV/u, the nuclear stopping is< 1 %
for protons and< 2 % for alphas, and always< 1 % above 50

keV/u for both projectiles.

For these calculations, it is important a proper extension

of the optical ELF in the whole Bethe surface taking into

account the solid-state effects, but also the electron exchange

processes between the projectile and the target should be con-

sidered. This charge state effect is included through Eq. (2).

As it has been explained in Sec. II, we take the equilibrium

charge state fractions /q from the CasP code,32 which applies

Bragg’s rule to each elemental constituent of the compound

target. Finally, the Brandt–Kitagawa theory31 is used to com-

pute the Fourier transform of the electronic density for each

charge state, fqðkÞ. In Fig. 4, experimental values for the stop-

ping power of protons and a-particles for Kapton (which are

the only available) and calculations by other models for the

four polymers discussed are included for comparison.

As can be seen from the figure, the experimental values

for protons61–63 and a-particles62–67 in Kapton are in excel-

lent agreement with our calculations. It is more relevant in

the case of helium ions because the experimental data

(between 50 and 2000 keV/u) cover the range of the maxi-

mum stopping power, where the charge exchange and solid-

state effects are stronger. Our calculations perfectly agree

with the experimental data for protons too. In this case, the

experimental values exist above 500 keV, where calculations

are less sensitive to the method used to describe the target

excitation spectrum.

In Fig. 4 we have depicted the results of other three

semiempirical methods for calculating the stopping power:

SRIM2008 (Ref. 68) (dashed lines), ICRU code PSTAR

(Ref. 50) (dotted lines), and the approach of Akkerman and

TABLE V. Parameters used in Eq. (8) to fit our calculated S for the four

polymers studied in this work.

Material a1 b1 (eV) n1

PMMA 0.877 44.317 5.031

Kapton 0.892 54.333 4.332

PA 0.993 48.474 4.477

P2VP 0.791 44.577 4.752

FIG. 4. (Color online) Stopping power of the four organic polymers, for

proton and a-particle beams, as a function of incident kinetic energy:

(a) PMMA, (b) Kapton, (c) PA, and (d) P2PV. Solid lines are the results

obtained in this work with the MELF-GOS method. Symbols represent

experimental data (only available for Kapton): D (Ref. 61), 
 (Ref. 62),

(	 (Ref. 63), r (Ref. 64) ^ (Ref. 65) and ? (Ref. 67). Other calculations

are also shown: dashed lines from SRIM code (Ref. 68), dash-dot-dotted

lines from ICRU (Ref. 50), and dash-dotted lines from Akkerman and

Akkerman (Ref. 35).
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Akkerman35 (dash-dotted lines); SRIM and PSTAR give

rather similar results in all the energy range for the polymers

analyzed here. At high energies, all approaches also agree

with the MELF-GOS method and with the experimental

data. However, at low and intermediate energies, these codes

predict different values of the stopping power. It is worth to

note how differences appear at energies where aggregattion

effects and charge-exchange mechanisms are stronger, a

region where the stopping power obtained by the MELF-

GOS method achieves an excellent agreement with the ex-

perimental data for a-particles in Kapton. Again, the reason

for these differences lies in the different descriptions of the

excitation spectrum of the target material, as it has been dis-

cussed in the previous section. SRIM (Ref. 68) and PSTAR

(Ref. 50) make use of semiempirical formulas based on ex-

perimental data and theoretical trends, while Akkerman and

Akkerman35 use a linear combination of Drude functions to

describe the optical ELF with a simple quadratic dispersion

relation in k. Instead of this, the MELF-GOS method exploits

the properties of the Mermin dielectric function for extrapo-

lating the ELF(k¼ 0,x) in the entire (k-x) plane, resulting in

a more realistic description.

The interaction of ions with solids is a stochastic process

and the stopping power S is a mean value the fluctuations of

which are accounted for by the energy-loss straggling X2

(see discussion in Sec. II A). In Fig. 5, we show the energy-

loss straggling, X2, for the polymers discussed in this work.

As it can be seen, X2 increases with the incident energy until

reaching the Bohr straggling, given by X2
Bohr ¼ 4pZ2

1e4Z2N ,

when all the target electrons are excited. The corresponding

values for protons and a-particles in PMMA, Kapton, PA,

and P2PV are shown in Table VI.

Finally, it is worth to mention that Figs. 2, 3, and 4 show

a quite similar behavior for the inelastic mean free path and

the stopping power of charged particles, respectively, of all

polymers with a nearly universal behavior. This issue has

been previously addressed by Tanuma et al.30 regarding the

inelastic mean free path of electrons. Similar arguments can

be applied to the stopping power of electron and ion beams.

Actually, almost all polymers have comparable chemical

composition and density, as it can be seen in Table I, and

their optical ELF are virtually identical (Fig. 1), so there is a

very similar response of all the polymers to charged

particles.

IV. SUMMARY AND CONCLUSIONS

In this work we report theoretical values of useful stop-

ping magnitudes for studying the interaction of electron, pro-

ton, and a-particle beams in four commonly used organic

polymers in a wide incident energy range. The energy range

studied includes the region of the maximum stopping power

and minimum inelastic mean free path, where the choice of

the model used for predicting the stopping magnitudes is cru-

cial because target aggregation and chemical bonding

effects, as well as projectile charge-exchange mechanisms

and quantum indistinguishability, are more significant.

We have calculated the inelastic mean free path, the stop-

ping power, and the energy-loss straggling for electron, pro-

ton, and a-particle beams considering the aggregation and

bonding effects through a realist description of the energy-loss

function of the target material with the MELF-GOS method,

which has the advantage of providing an automatic and ana-

lytical extension of the experimental optical ELF to k 6¼ 0 val-

ues by means of the properties of the Mermin dielectric

functions and the GOS. Therefore a specific dispersion rela-

tion is not necessary as in other models. We also take into

account the nature of the projectile: for ions, the charge-state

fractions have been considered, and, for electrons, we include

the exchange effect due to the quantum indistinguishability of

the incident and target hitted electrons.

Our results are compared both with experimental data

(when they are available) and with other semiempirical mod-

els. Although the measured data are scarce for electron

beams, it is remarkable how our inelastic mean free path cal-

culations perfectly agree with the experimental values for

PMMA,54 where better results than other methods have been

achieved; the agreement with data for Kapton55 and PA

(Ref. 58) is reasonable. Even a better concordance is

obtained when comparing the MELF-GOS method results

with the experimental data existing for protons61–63 and a-

particles62–67 interacting with Kapton: an excellent agree-

ment has been achieved both at high energies (where the

choice of the model is less important) and at low and

FIG. 5. (Color online) Energy-loss straggling calculated with the MELF-

GOS method in this work for (a) proton and (b) a-particle beams interacting

with: PMMA (solid line), Kapton (dashed line), PA (dash-dotted line), and

P2VP (dash-dot-dot line). Horizontal lines represent the Bohr straggling for

each polymer, as indicated by the respective labels.

TABLE VI. Bohr straggling for protons and a-particles for the four poly-

mers studied in this work.

X2
Bohr (eV2/Å)

PMMA Kapton PA P2VP

H 1005 1139 1146 963

He 4018 4555 4586 3851
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intermediate energies, where the differences between models

are greater.

Also the parameterization with simple analytical formu-

las of the inelastic mean free path and the stopping power of

electron beams will make easy its implementation in Monte

Carlo simulation codes.
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