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Calculated depth-dose distributions for H+ and He+ beams in liquid water
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a b s t r a c t

We have calculated the dose distribution delivered by proton and helium beams in liquid water as a func-
tion of the target-depth, for incident energies in the range 0.5–10 MeV/u. The motion of the projectiles
through the stopping medium is simulated by a code that combines Monte Carlo and a finite differences
algorithm to consider the electronic stopping power, evaluated in the dielectric framework, and the mul-
tiple nuclear scattering with the target nuclei. Changes in projectile charge-state are taken into account
dynamically as it moves through the target. We use the MELF–GOS model to describe the energy loss
function of liquid water, obtaining a value of 79.4 eV for its mean excitation energy. Our calculated stop-
ping powers and depth-dose distributions are compared with those obtained using other methods to
describe the energy loss function of liquid water, such as the extended Drude and the Penn models, as
well as with the prediction of the SRIM code and the tables of ICRU.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

The use of fast proton beams for application in radiotherapy
was proposed almost sixty years ago [1]. The reason for this lies
in that, compared with conventional X-ray beams used so far in
therapy, high-velocity protons suffer little angular deflection and
have a well-defined penetration range, with a sharp increase in
the energy loss at the end of their trajectories. Most of the proton
beam energy is deposited at the end of its path in a narrow region
(the Bragg peak), while relatively low energy is transferred at the
target entrance (the plateau), and only very little energy is released
in the tail region beyond the Bragg peak. These features can be
used to control the energy delivered to deep tumours in the body,
with minimal damage to healthy tissue surrounding the malignant
cells. Therefore, the depth-dose curves from proton (and heavier
ion) beams are much more efficient for tumour therapy than those
from usual photon or electron beams [2,3]. Nevertheless, protons
used in therapy applications are, essentially, of low linear energy

transfer (LET) and are clinically considered to be by only 10%, i.e.
with a relative biological effectiveness (RBE) between 1.1 and
1.15, more cytotoxic than conventional low-LET beams consisting
of photons or high-energy electrons. A low-LET beam translates
clinically to an oxygen-dependence efficiency of cell-kill which
renders hypoxic and otherwise radiation-resistant tumours unre-
sponsive to irradiation. An improved therapeutic efficacy may thus
be achieved by ions heavier than protons which, by virtue of their
higher charge, exhibit a higher LET and, generally, a higher RBE as
well. The challenge here is to limit the high RBE only over the Bragg
peak, while keeping a low-LET component throughout both the
plateau region and the tail which normally constitute normal tis-
sue. To that end, light ions from helium to carbon have been found
most effective for small tumours, while heavier ions (e.g. oxygen
nuclei) may be optimal for larger tumours which require a high-
LET component over an extended spatial region [4]. Presently,
there are about 25 ion therapy facilities throughout the world,
the majority of which use proton beams [5].

Liquid water is a substance present in all living matter (70–80%
in soft tissue), hence the need for an accurate knowledge of the en-
ergy deposition in liquid water by any radiotherapeutic beam.
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Moreover, such calculation is a prerequisite step for modelling the
subsequent chemical stage of radiolysis of water which leads to
free-radical production; the latter representing a ubiquitous mech-
anism of radiation-induced biological damage [6].

In this work, we simulate the depth-dose distributions by pro-
ton and helium beams in liquid water, for incident energies in
the range 0.5–10 MeV/u. The electronic energy loss of a fast-
charged projectile is provided by the dielectric formalism [7], with
a detailed description of the target energy loss function (ELF) pro-
vided by the MELF–GOS model [8,9]. Our results for the depth-dose
distributions of proton and alpha particle beams in liquid water
will be compared with those obtained by means of other com-
monly used ELF models [10,11], as well as with the semi-empirical
code SRIM 2008 [12].

2. Method

The dielectric extended-optical-data methodology has proved
very useful for modelling various aspects of particle-solid interac-
tions and provides an alternative perspective to other successful
theories of ion stopping [13]. To account for the electronic excita-
tion spectrum of the target, the first step is to properly describe the
energy loss function (ELF) of liquid water in the whole momentum
and energy plane (2k, 2x), i.e. the Bethe surface. The ELF enters as a
key magnitude in the projectile electronic energy loss formulas [7],
and it is provided by Im[�1/e(k, x)], where e(k, x) is the dielectric
function of the material. Relatively recent experimental data for
the ELF of liquid water in the optical limit (2k = 0) and at momen-
tum transfer 2k different from zero have become available by
means of inelastic X-ray scattering spectroscopy [14–16]; these
data are noticeably different from the old reflectance data [17],
which pertain to the optical limit (2k = 0). The use of these data
on proton stopping power calculations in liquid water has been re-
cently examined [18,19]. It was found that the new set of optical
data as well as the observed momentum broadening and disper-
sion of the Bethe ridge have a sizeable effect on the electronic stop-
ping power of protons in the region of the maximum.

In the present work, we have used the MELF–GOS method [8,9]
to model analytically the ELF of liquid water, through a fitting to
the more recent experimental data [16] in the optical limit
(2k = 0). The outer-electron excitations of liquid water are fitted
by a sum of three Mermin-type ELFs [20], while the contribution
of the oxygen K-inner shell is calculated by the GOS method [21].
In Fig. 1, we show our fitting (solid line) and the experimental val-

ues (symbols) of the ELF of liquid water in the optical limit, as a
function of the energy transfer 2x.

Besides appropriately fitting the main characteristics of the
experimental ELF at the optical limit, the MELF–GOS method satis-
fies other physical constrains, such as the f-sum rule (for all values
of k) [22]. From the ELF the mean excitation energy I can be calcu-
lated [22], for which we obtain 79.4 eV for liquid water. Other val-
ues available in the literature are 75 ± 3 eV [23,24], 79.7 ± 2 eV
[25,26], 77 eV [27], and 81.8 eV [28], 80.7 eV [29] and 82.4 eV
[30] (depending on the database used for oxygen’s K-shell optical
oscillator strength), 78.4 ± 1 eV [31] and 80.8 ± 2 [32]. As can be
seen, a value of �80 eV for the mean excitation energy of liquid
water prevails over the effective value of 67.2 eV used [33] for re-
cent stopping data tables of liquid water [34].

One of the advantages of the MELF–GOS method is that the ELF
fitting in the optical limit (2k = 0) is analytically and automatically
extended to finite momentum transfer (�hk–0) through the proper-
ties of the Mermin dielectric function and the GOS model [35], so
an explicit dispersion scheme to incorporate the dependence of
the ELF on momentum transfer is not needed. This is particularly
important for biomaterials given the almost complete lack of
experimental data for 2k > 0 for this class of materials. In Fig. 2,
we compare our ELF of liquid water with experimental results
[14] for two different values of the momentum transfer, 2k = 1.18
a.u. and 3.59 a.u., respectively. Also shown are the results obtained
from two extensively used methods to describe the ELF of materi-
als: a sum of Drude-type ELF functions with a quadratic dispersion
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Fig. 1. ELF of liquid water in the optical limit (2k = 0) as a function of the transferred
energy, 2x. Symbols represent experimental data [16], while the solid curve
corresponds to our fitting through the MELF–GOS model. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 2. ELF of liquid water as a function of the energy transfer, 2x, for two values of
the wave number: k = 1.18 a.u. and 3.59 a.u. Symbols are experimental data [14],
and lines represent the results of the different methods used to extend the ELF to
finite values of k: MELF–GOS (black solid line), extended Drude (green dashed line)
and Penn model (blue dotted line). (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

2648 R. Garcia-Molina et al. / Nuclear Instruments and Methods in Physics Research B 267 (2009) 2647–2652



Author's personal copy

relationship for x(k) is assumed in the extended Drude model [10],
and a simpler scheme [11] where the sum over a finite number of
Drude-type ELFs is replaced by an integration over Lindhard dielec-
tric functions of zero width. It is noteworthy that these three
descriptions of the ELF of liquid water are identical in the optical
limit, however, the latter two differ appreciably from the former
as the momentum transfer increases. It can be observed in Fig. 2
that the MELF–GOS results compare satisfactorily with the experi-
mental data even for 2k quite different from zero, whereas the ELF
derived from the extended Drude or the Penn models clearly dis-
agree with experiments, as they retain the initial structure of the
ELF at 2k = 0. We have recently presented a comprehensive com-
parison of the performance of various ELF models for water [36]
and have found that the poor performance of most of the available
models is to a large extent (but not solely) due to the neglect of the
momentum broadening of the ELF, which is here properly ac-
counted for by the Mermin dielectric function [20]. Later on we
will see the consequences on the stopping power of the different
methods used for ELF extension to finite momentum transfer.

To calculate the energy loss of fast projectiles in liquid water we
use the dielectric formalism, which reasonably accounts for the
electronic excitations produced in the bombarded materials by
the passage of fast particles. At low and intermediate projectile
energies it is necessary to consider the processes of electron cap-

ture from and loss to the target, which give a continuous charge ex-
change of the projectile in its path through the solid, accordingly
modifying its energy loss. Therefore, for a projectile with atomic
number Z1 and velocity v that bombards a target, the stopping
power Sp is obtained mainly as the weighted sum of the partial
stopping power, Sp;q, for each charge q of the projectile [37,38]

Sp ¼
XZ1

q¼0

/qSp;q; ð1Þ

where /q is the probability of finding the projectile in a given
charge-state q. Since the charge equilibrium is reached in a few
femtoseconds after the projectile penetrates into the target, we as-
sume for /q the charge-state fractions at equilibrium, which depend
on the target, the projectile and its velocity. We obtain /q from the
CasP 3.1 code [39]; for compound targets, such as water, this code
applies Bragg’s rule [40] to their constituents to find the final charge
fractions.

The dielectric formalism [7], which is based in the first Born
approximation, provides the stopping power of a material, when
a projectile with charge-state q and velocity v moves through it,
by means of the following integration in the (�hk; �hx) space of tar-
get electronic excitations
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Fig. 3. Stopping power of liquid water for H and He beams, as a function of the
incident projectile energy. The curves correspond to present calculations using
MELF–GOS model (black solid line), extended Drude model (green dashed line),
Penn model (blue dotted line), the results provided by SRIM 2008 (red short dashed
line) [12] and the tabulated data of ICRU (orange dash dotted line) [24]. Symbols
indicate experimental data, as specified in the inset. Notice that for protons, data
are only available for ice, not for liquid water. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 4. Depth-dose of proton beams in liquid water as calculated by using the three
ELF models: MELF–GOS (black solid line), extended Drude (green dashed line) and
Penn (blue dotted line). The SRIM 2008 code [12] is the red short dashed line. Three
different projectile energies are considered: (a) 0.5 MeV, (b) 1 MeV and (c) 10 MeV.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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Sp;q ¼
2e2

pv2

Z 1

0

dk
k

q2
qðkÞ

Z kv

0
dx x Im

�1
eðk;xÞ

� �
: ð2Þ

In the above expression, e is the absolute value of the electron
charge, qqðkÞ is the Fourier transform of the projectile charge den-
sity for the charge-state q, and Im[�1/e(k, x)] is the ELF of the tar-
get. It should be noted that the above formalism overcomes the
well-known limitations of Bethe’s formula associated with the
need for an independent estimate of the shell-corrections and
the I-value [41,42]. Other minor contributions to the stopping
power, such as electron capture and loss as well as polarization
of the projectile cloud are also included, as described in [38].

3. Results and discussion

The calculated stopping powers of liquid water for protons and
alpha particles are depicted in Fig. 3, for the three methods previ-
ously presented to extend the ELF to the whole momentum and en-
ergy space, namely the MELF–GOS [8,9], the extended Drude model
[10], and the Penn model [11]. Also depicted are the predictions of
the semi-empirical code SRIM [12] and the tabulated data in ICRU
[24]. These curves are compared to experimental data [43–50]; it is
worth noting that no experimental data for protons in liquid water

are available, so we have plotted the data for ice, which clearly dif-
fer from those in the vapour phase [24]. At high-energy
(E > 300 keV/u) all the curves merge into a single one (except for
SRIM results for protons, which show a small discontinuity at
E = 1 MeV), and agreement with experimental data is good for all
the calculations. Discrepancies among the curves gradually appear
at lower energies (E < 300 keV/u), where the results from the ex-
tended Drude and the Penn models fall much faster than the
MELF–GOS, the SRIM and the ICRU curves. Since the latter two
curves are based on slightly different fittings to existing experi-
mental data they are very similar and good agreement with data
appears even for low energy projectiles, where our calculated stop-
ping power is �1 eV/Å smaller than the previous two, although of
the same shape. For protons, however, experimental data pertain
to ice and not liquid water. Although our calculations are based
on the first Born approximation, the standard high-Z corrections
associated with the Barkas effect and the Bloch term are negligibly
small down to �100 keV/u [18,19].

The anomalous behaviour at low energies of the stopping power
calculated from the extended Drude and the Penn models could be
clearly assigned to the poor agreement with experimental data of
the corresponding ELF for non-zero momentum transfer, due to
the incorrect description of the single-electron excitations at small
k, since when the projectile velocity is small it does not produce
electronic excitations in the extended Drude or Penn models, in
contrast with the MELF–GOS model.

Fig. 5. Depth-dose of helium beams in liquid water as calculated by using the three
ELF models: MELF–GOS (black solid line), extended Drude (green dashed line) and
Penn (blue dotted line). The SRIM 2008 [12] code is the red short dashed line. Three
different projectile energies are considered: (a) 0.5 MeV/u, (b) 1 MeV/u and (c)
10 MeV/u. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 6. Simulation of �100 proton trajectories in liquid water, obtained with the
SRIM 2008 code (upper half panels, red lines) and with our simulation code (lower
half panels, black lines). Three projectile energies are considered: (a) 0.5 MeV, (b)
1 MeV and (c) 10 MeV. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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Similar comments apply for the stopping power of helium
beams in liquid water. Again, all the calculations merge at high
energies showing good agreement with experimental data. But
now our calculated stopping power from the MELF–GOS model
at low energy is �2 eV/Å higher than ICRU and SRIM 2008 semi-
empirical curves, which are fitted to data for ice at the lower en-
ergy (�100 keV/u) [46]. It is worth noting the better agreement
with liquid water experimental data at �100 keV/u [47] for the
stopping power calculated using the MELF–GOS method.

To calculate the depth-dose distributions for H and He beams
in liquid water we use a code [51] that simulates the motion of
each projectile through the target. The trajectories of the incident
particles are calculated numerically using a finite differences
algorithm up to their stop in the target; as the coordinates and
velocities of each projectile at each time step are tracked down,
the deposited energy of each projectile as a function of the depth
can be obtained.

The interaction of the projectile with the target electrons is the
main cause of its energy loss at high and intermediate energies. We
take into account the electronic energy loss of the projectile
through the stopping power, with statistical fluctuations around
the mean energy loss due to the energy loss straggling. The elec-
tronic energy loss of the projectile depends on its charge-state,
velocity and the response of the target. The interactions of the pro-
jectile with the target nuclei contribute basically to their angular
spread, and at very low energies, when the projectile is close to

stopping into the target, to the energy loss. The multiple nuclear
scattering is incorporated in the simulation via a Monte Carlo code,
where we have used the universal ZBL potential [52] to describe
the interaction between the projectile and the atoms that make
up the liquid water target. In our simulation, we also consider
changes in the projectile charge-state as it moves through the tar-
get. The distances between electron capture or loss events as well
as their probability are taken from the capture and loss cross-sec-
tions according to the mean equilibrium charge-state.

The calculated depth-dose distributions in liquid water are de-
picted in Fig. 4 for H+ beams and in Fig. 5 for He+ beams. We can see
that the plateau in the dose vs. target-depth curve reflects the dif-
ferences in the stopping powers used in each case (i.e. lower doses
are associated to smaller Sp). For the lower energies (0.5 and
1 MeV/u), the intensity of the Bragg peak is comparable for all
the calculations, but at the higher energy (10 MeV/u) SRIM results
are clearly larger. The simulations obtained with the extended
Drude as well as with the Penn models show a tail after the Bragg
peak that does not appear in the other calculations. This is due to
the rapid fall-off of the stopping power curves at low projectile
energies leading to an unphysical extension of the penetration
depth. This is a general characteristic applying to all ELF models
that predict a sharp Bethe ridge.

Figs. 6 and 7 depict the simulated trajectories of proton and al-
pha beams, respectively, inside the liquid water target, obtained
from the SRIM and the MELF–GOS calculations, respectively; we
have restricted simulations to �100 incident particles for clarity
in visualization. The lateral dispersion, r, is comparable in both
cases, whereas the projected ranges show differences that correlate
with the position of the Bragg peak, as a consequence of the differ-
ent stopping powers used in each calculation.

4. Conclusions

Accurate determination of depth-dose distributions by ion
beams is an essential first step to treatment planning consider-
ations. In clinical settings, such information along with the LET dis-
tribution over the irradiated tissue is often translated to biological
response under some crude assumptions on the LET-dependence of
the biological effectiveness. It is generally accepted that to improve
the predictive power of present biophysical models of radiation ac-
tion one needs to accurately quantify the stochastic variation of the
actual energy deposition (and not the LET) in the important sub-
cellular target volumes as well as the biological response with re-
spect to these magnitudes. Such efforts would require a full Monte
Carlo simulation of the interaction of both the primary ions and all
their secondaries (i.e. electrons and nuclear fragments). Efforts
along this research are currently underway by many groups [53–
56].

In this work, we have used the MELF–GOS model [8,9] to eval-
uate the stopping power of liquid water for both proton and he-
lium beams. Our calculations compare fairly well with available
experimental data and with other commonly used results
[12,24]. The value we have obtained for the mean excitation en-
ergy, I = 79.4 eV, is in better agreement with the trends [32,33] to-
ward a larger value of I than the one presented in the 1993 ICRU
Report [24], contrarily to the much lower value of I used in the
2005 ICRU Report [34].

By using a well-established procedure [51], the trajectories of
proton and alpha particle beams have been simulated in liquid
water, accounting for the different interactions they suffer during
their motion inside the target. In this manner, the deposited energy
of H and He beams in liquid water as a function of the depth has
been calculated, showing the importance of a proper description
of the target ELF.

Fig. 7. Simulation of �100 alpha particle trajectories in liquid water, obtained with
the SRIM 2008 code (upper half panels, red lines) and with our simulation code
(lower half panels, black lines). Three projectile energies are considered: (a)
0.5 MeV/u, (b) 1 MeV/u and (c) 10 MeV/u. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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